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Our article comprehensively reexamines the performance of variables that have been
suggested by the academic literature to be good predictors of the equity premium. We
find that by and large, these models have predicted poorly both in-sample (IS) and
out-of-sample (OOS) for 30 years now; these models seem unstable, as diagnosed by
their out-of-sample predictions and other statistics; and these models would not have
helped an investor with access only to available information to profitably time the
market. (JEL G12, G14)

Attempts to predict stock market returns or the equity premium have a
long tradition in finance. As early as 1920, Dow (1920) explored the role
of dividend ratios. A typical specification regresses an independent lagged
predictor on the stock market rate of return or, as we shall do, on the
equity premium,

Equity Premium(t) = γ 0 + γ 1 × x(t − 1) + ε(t). (1)

γ 1 is interpreted as a measure of how significant x is in predicting the
equity premium. The most prominent x variables explored in the literature
are the dividend price ratio and dividend yield, the earnings price ratio and
dividend-earnings (payout) ratio, various interest rates and spreads, the
inflation rates, the book-to-market ratio, volatility, the investment-capital
ratio, the consumption, wealth, and income ratio, and aggregate net or
equity issuing activity.

The literature is difficult to absorb. Different articles use different
techniques, variables, and time periods. Results from articles that were
written years ago may change when more recent data is used. Some articles
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contradict
the

findings
of

others.
Still,

m
ost

readers
are

left
w

ith
the

im
pression

that
‘‘prediction

w
orks’’—

though
it

is
unclear

exactly
w

hat
w

orks.T
he

prevailing
tone

in
the

literature
is

perhaps
bestsum

m
arized

by
L

ettau
and

L
udvigson

(2001,p.842)

‘‘Itisnow
w

idely
accepted

thatexcessreturnsare
predictable

by
variables

such
as

dividend-price
ratios,

earnings-price
ratios,

dividend-earnings
ratios,and

an
assortm

entofother
financialindicators.’’

T
here

are
also

a
healthy

num
berofcurrentarticle

thatfurthercem
entthis

perspective
and

a
large

theoreticaland
norm

ative
literature

has
developed

that
stipulates

how
investors

should
allocate

their
w

ealth
as

a
function

of
the

aforem
entioned

variables.
T

he
goal

of
our

ow
n

article
is

to
com

prehensively
re-exam

ine
the

em
pirical

evidence
as

of
early

2006,
evaluating

each
variable

using
the

sam
e

m
ethods

(m
ostly,

but
not

only,
in

linear
m

odels),
tim

e-periods,
and

estim
ation

frequencies.
T

he
evidence

suggests
that

m
ost

m
odels

are
unstable

or
even

spurious.M
ost

m
odels

are
no

longer
significant

even
in-

sam
ple

(IS),and
the

few
m

odels
thatstillare

usually
failsim

ple
regression

diagnostics.M
ostm

odels
have

perform
ed

poorly
for

over
30

years
IS.F

or
m

any
m

odels,any
earlier

apparentstatisticalsignificance
w

as
often

based
exclusively

on
years

up
to

and
especially

on
the

years
of

the
O

ilShock
of

1973
–

1975.
M

ost
m

odels
have

poor
out-of-sam

ple
(O

O
S)

perform
ance,

but
not

in
a

w
ay

that
m

erely
suggests

low
er

pow
er

than
IS

tests.
T

hey
predict

poorly
late

in
the

sam
ple,

not
early

in
the

sam
ple.

(F
or

m
any

variables,
w

e
have

difficulty
finding

robust
statistical

significance
even

w
hen

they
are

exam
ined

only
during

their
m

ostfavorable
contiguous

O
O

S
sub-period.)

F
inally,

the
O

O
S

perform
ance

is
not

only
a

useful
m

odel
diagnostic

for
the

IS
regressions

butalso
interesting

in
itselffor

an
investor

w
ho

had
sought

to
use

these
m

odels
for

m
arket-tim

ing.
O

ur
evidence

suggests
that

the
m

odels
w

ould
nothave

helped
such

an
investor.

T
herefore,although

it
is

possible
to

search
for,to

occasionally
stum

ble
upon,and

then
to

defend
som

e
seem

ingly
statistically

significant
m

odels,
w

e
interpretour

results
to

suggestthata
healthy

skepticism
is

appropriate
w

hen
it

com
es

to
predicting

the
equity

prem
ium

,at
least

as
of

early
2006.

T
he

m
odels

do
notseem

robust.
O

urarticle
now

proceedsas
follow

s.W
e

describe
ourdata

—
available

at
the

R
F

S
w

ebsite—
in

Section
1

and
ourtestsin

Section
2.Section

3
explores

our
base

case—
predicting

equity
prem

ia
annually

using
O

L
S

forecasts.
In

Sections
4

and
5,

w
e

predict
equity

prem
ia

on
5-year

and
m

onthly
horizons,the

latter
w

ith
specialem

phasis
on

the
suggestions

in
C

am
pbell

and
T

hom
pson

(2005).
Section

6
tries

earnings
and

dividend
ratios

w
ith

longer
m

em
ory

as
independent

variables,
corrections

for
persistence

in

T
he

R
eview

ofF
inancialStudies

/v
21

n
4

2008
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

regressors,
and

encom
passing

m
odel

forecasts.
Section

7
review

s
earlier

literature.Section
8

concludes.

1.
D

ata
S

ources
and

D
ata

C
onstruction

O
ur

dependent
variable

is
alw

ays
the

equity
prem

ium
,

that
is,

the
total

rate
ofreturn

on
the

stock
m

arketm
inus

the
prevailing

short-term
interest

rate.
S

tock
R

eturns
:

W
e

use
S&

P
500

index
returns

from
1926

to
2005

from
C

enter
for

R
esearch

in
Security

P
ress

(C
R

SP
)

m
onth-end

values.
Stock

returns
are

the
continuously

com
pounded

returns
on

the
S&

P
500

index,
including

dividends.
F

or
yearly

and
longer

data
frequencies,

w
e

can
go

back
as

far
as

1871,using
data

from
R

obertShiller’s
w

ebsite.F
or

m
onthly

frequency,w
e

can
only

begin
in

the
C

R
SP

period,that
is,1927.

R
isk-free

R
ate

:
T

he
risk-free

rate
from

1920
to

2005
is

the
T

reasury-bill
rate.B

ecause
there

w
as

no
risk-free

short-term
debtprior

to
the

1920s,w
e

had
to

estim
ate

it.
C

om
m

ercial
paper

rates
for

N
ew

Y
ork

C
ity

are
from

the
N

ational
B

ureau
of

E
conom

ic
R

esearch
(N

B
E

R
)

M
acrohistory

data
base.

T
hese

are
available

from
1871

to
1970.

W
e

estim
ated

a
regression

from
1920

to
1971,w

hich
yielded

T
reasury-billrate

=
−

0
.004

+
0
.886×

C
om

m
ercialP

aper
R

ate,
(2)

w
ith

an
R

2
of

95.7%
.

T
herefore,

w
e

instrum
ented

the
risk-free

rate
from

1871
to

1919
w

ith
the

predicted
regression

equation.T
he

correlation
forthe

period
1920

to
1971

betw
een

the
equity

prem
ium

com
puted

using
the

actual
T

reasury-billrate
and

thatcom
puted

using
the

predicted
T

reasury-billrate
(using

the
com

m
ercialpaper

rate)
is

99.8%
.

T
he

equity
prem

ium
had

a
m

ean
(standard

deviation)
of

4.85%
(17.79%

)
over

the
entire

sam
ple

from
1872

to
2005;

6.04%
(19.17%

)
from

1927
to

2005;and
4.03%

(15.70%
)from

1965
to

2005.
O

ur
firstsetofindependentvariables

are
prim

arily
stock

characteristics:
D

ividends
:D

ividends
are

12-m
onth

m
oving

sum
s

ofdividends
paid

on
the

S&
P

500
index.T

he
data

are
from

R
obert

Shiller’s
w

ebsite
from

1871
to

1987.
D

ividends
from

1988
to

2005
are

from
the

S&
P

C
orporation.

T
he

D
ividend

P
rice

R
atio

(d/p)isthe
difference

betw
een

the
log

ofdividendsand
the

log
ofprices.T

he
D

ividend
Y

ield
(d/y)is

the
difference

betw
een

the
log

of
dividends

and
the

log
of

lagged
prices.[See,e.g.,B

all(1978),C
am

pbell
(1987),C

am
pbelland

Shiller
(1988a,1988b),C

am
pbelland

V
iceira

(2002),
C

am
pbell

and
Y

ogo
(2006),

the
survey

in
C

ochrane
(1997),

F
am

a
and

F
rench

(1988),
H

odrick
(1992),

L
ew

ellen
(2004),

M
enzly,

Santos,
and

V
eronesi(2004),R

ozeff(1984),and
Shiller

(1984).]
E

arnings
:

E
arnings

are
12-m

onth
m

oving
sum

s
of

earnings
on

the
S&

P
500

index.
T

he
data

are
again

from
R

obert
Shiller’s

w
ebsite

from
1871

to
1987.

E
arnings

from
1988

to
2005

are
our

ow
n

estim
ates

based
on
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interpolation
ofquarterly

earnings
provided

by
the

S&
P

C
orporation.T

he
E

arnings
P

rice
R

atio
(e/p)

is
the

difference
betw

een
the

log
of

earnings
and

the
log

of
prices.

(W
e

also
consider

variations,
in

w
hich

w
e

explore
m

ultiyear
m

oving
averages

ofnum
erator

or
denom

inator,e.g.,as
in

e
10/p,

w
hich

is
the

m
oving

ten-year
average

of
earnings

divided
by

price.)
T

he
D

ividend
P

ayout
R

atio
(d/e)

is
the

difference
betw

een
the

log
of

dividends
and

the
log

of
earnings.[See,e.g.,C

am
pbelland

Shiller
(1988a,1998)and

L
am

ont(1998).]
S

tock
V

ariance
(svar)

:
Stock

V
ariance

is
com

puted
as

sum
of

squared
daily

returns
on

the
S&

P
500.G

.W
illiam

Schw
ert

provided
daily

returns
from

1871
to

1926;
data

from
1926

to
2005

are
from

C
R

SP
.

[See
G

uo
(2006).]
C

ross-S
ectional

P
rem

ium
(csp)

:
T

he
cross-sectional

beta
prem

ium
m

easures
the

relative
valuations

of
high-

and
low

-beta
stocks

and
is

proposed
in

P
olk,T

hom
pson,and

V
uolteenaho

(2006).T
he

csp
data

are
from

Sam
uelT

hom
pson

from
M

ay
1937

to
D

ecem
ber

2002.
B

ook
V

alue
:B

ook
valuesfrom

1920
to

2005
are

from
V

alue
L

ine’sw
ebsite,

specifically
their

L
ong-T

erm
P

erspective
C

hartofthe
D

ow
Jones

Industrial
A

verage.
T

he
B

ook-to-M
arket

R
atio

(b/m
)

is
the

ratio
of

book
value

to
m

arketvalue
for

the
D

ow
Jones

IndustrialA
verage.F

or
the

m
onths

from
M

arch
to

D
ecem

ber,this
is

com
puted

by
dividing

book
value

at
the

end
of

the
previous

year
by

the
price

at
the

end
of

the
current

m
onth.F

or
the

m
onths

ofJanuary
and

F
ebruary,this

is
com

puted
by

dividing
book

value
at

the
end

of
tw

o
years

ago
by

the
price

at
the

end
of

the
current

m
onth.

[See,e.g,K
othariand

Shanken
(1997)

and
P

ontiff
and

Schall(1998).]
C

orporate
Issuing

A
ctivity

:
W

e
entertain

tw
o

m
easures

osf
corporate

issuing
activity.

N
et

E
quity

E
xpansion

(ntis)
is

the
ratio

of
12-m

onth
m

oving
sum

s
of

net
issues

by
N

Y
SE

listed
stocks

divided
by

the
total

end-of-year
m

arketcapitalization
of

N
Y

SE
stocks.T

his
dollar

am
ountof

net
equity

issuing
activity

(IP
O

s,SE
O

s,stock
repurchases,less

dividends)
for

N
Y

SE
listed

stocks
is

com
puted

from
C

R
SP

data
as

N
et

Issue
t =

M
cap

t −
M

cap
t−

1 ×
(1+

vw
retx

t ),
(3)

w
here

M
cap

is
the

total
m

arket
capitalization,

and
vw

retx
is

the
value

w
eighted

return
(excluding

dividends)
on

the
N

Y
SE

index. 1
T

hese
data

are
available

from
1926

to
2005.ntis

is
closely

related,
but

not
identical,

to
a

variable
proposed

in
B

oudoukh,M
ichaely,R

ichardson,and
R

oberts
(2007).

T
he

second
m

easure,
P

ercent
E

quity
Issuing

(eqis),
is

the
ratio

of
equity

issuing
activity

as
a

fraction
of

total
issuing

activity.
T

his
is

the
variable

proposed
in

B
aker

and
W

urgler
(2000).T

he
authors

provided
us

w
ith

the
data,except

for
2005,w

hich
w

e
added

ourselves.T
he

first
equity

1
T

his
calculation

im
plicitly

assum
es

that
the

delisting
return

is−
100

percent.
U

sing
the

actual
delisting

return,w
here

available,or
ignoring

delistings
altogether,has

no
im

pact
on

our
results.

T
he

R
eview

ofF
inancialStudies

/v
21

n
4

2008
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

issuing
m

easure
is

relative
to

aggregate
m

arket
cap,

w
hile

the
second

is
relative

to
aggregate

corporate
issuing.

O
ur

nextset
ofindependentvariables

is
interest-rate

related:
T

reasury
B

ills
(tbl)

:
T

reasury-bill
rates

from
1920

to
1933

are
the

U
.S

.
Y

ields
O

n
S

hort-T
erm

U
nited

S
tates

S
ecurities,

T
hree-S

ix
M

onth
T

reasury
N

otes
and

C
ertificates,T

hree
M

onth
T

reasury
series

in
the

N
B

E
R

M
acrohistory

data
base.T

reasury-billrates
from

1934
to

2005
are

the
3-

M
onth

T
reasury

B
ill:

S
econdary

M
arket

R
ate

from
the

econom
ic

research
data

base
at

the
F

ederal
R

eserve
B

ank
at

St.L
ouis

(F
R

E
D

.
[See,

e.g.,
C

am
pbell(1987)

and
H

odrick
(1992).]

L
ong

T
erm

Y
ield

(lty)
:O

ur
long-term

governm
ent

bond
yield

data
from

1919
to

1925
is

the
U

.S
.Y

ield
O

n
L

ong-T
erm

U
nited

S
tates

B
onds

series
in

the
N

B
E

R
’s

M
acrohistory

data
base.Y

ields
from

1926
to

2005
are

from
Ibbotson’s

S
tocks,

B
onds,

B
ills

and
Inflation

Y
earbook,

the
sam

e
source

thatprovided
the

L
ong

T
erm

R
ate

ofR
eturns

(ltr).T
he

T
erm

Spread
(tm

s)
is

the
difference

betw
een

the
long

term
yield

on
governm

entbonds
and

the
T

reasury-bill.[See,e.g.,C
am

pbell(1987)
and

F
am

a
and

F
rench

(1989).]
C

orporate
B

ond
R

eturns
:L

ong-term
corporate

bond
returns

from
1926

to
2005

are
again

from
Ibbotson’sS

tocks,B
onds,B

illsand
Inflation

Y
earbook.

C
orporate

B
ond

Y
ields

on
A

A
A

and
B

A
A

-rated
bonds

from
1919

to
2005

are
from

F
R

E
D

.T
he

D
efault

Y
ield

S
pread

(dfy)
is

the
difference

betw
een

B
A

A
and

A
A

A
-rated

corporate
bond

yields.
T

he
D

efault
R

eturn
S

pread
(dfr)

is
the

difference
betw

een
long-term

corporate
bond

and
long-term

governm
ent

bond
returns.

[See,
e.g.,

F
am

a
and

F
rench

(1989)
and

K
eim

and
Stam

baugh
(1986).]

Inflation
(infl)

:
Inflation

is
the

C
onsum

er
P

rice
Index

(A
ll

U
rban

C
onsum

ers)
from

1919
to

2005
from

the
B

ureau
of

L
abor

Statistics.
B

ecause
inflation

inform
ation

is
released

only
in

the
follow

ing
m

onth,
w

e
w

ait
for

one
m

onth
before

using
it

in
our

m
onthly

regressions.
[See,

e.g.,C
am

pbelland
V

uolteenaho
(2004),F

am
a

(1981),F
am

a
and

Schw
ert

(1977),and
L

intner
(1975).]

L
ike

inflation,ournextvariable
isalso

a
com

m
on

broad
m

acroeconom
ic

indicator.
Investm

ent
to

C
apital

R
atio

(i/k)
:

T
he

investm
ent

to
capital

ratio
is

the
ratio

of
aggregate

(private
nonresidential

fixed)
investm

ent
to

aggregate
capitalfor

the
w

hole
econom

y.T
his

is
the

variable
proposed

in
C

ochrane
(1991).John

C
ochrane

kindly
provided

us
w

ith
updated

data.
O

f
course,

m
any

articles
explore

m
ultiple

variables.
F

or
exam

ple,
A

ng
and

B
ekaert

(2003)
explore

both
interest

rate
and

dividend
related

variables.
In

addition
to

sim
ple

univariate
prediction

m
odels,

w
e

also
entertain

tw
o

m
ethods

that
rely

on
m

ultiple
variables

(all
and

m
s),

and
tw

o
m

odels
thatare

rolling
in

their
independentvariable

construction
(cay

and
m

s).
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A
‘‘K

itchen
S

ink’’
R

egression
(all):

T
his

includes
all

the
aforem

entioned
variables.(It

does
not

include
cay,described

below
,partly

due
to

lim
ited

data
availability

of
cay.)

C
onsum

ption,
w

ealth,
incom

e
ratio

(cay):
L

ettau
and

L
udvigson

(2001)
estim

ate
the

follow
ing

equation:

c
t =

α+
β

a ·a
t +

β
y ·y

t +
k

∑i=−
k

b
a
,i ·�

a
t−

i

+
k

∑i=−
k

b
y
,i ·�

y
t−

i +
ε

t ,
t=

k+
1
,
...,

T
−

k
,

(4)

w
here

c
is

the
aggregate

consum
ption,

a
is

the
aggregate

w
ealth,

and
y

is
the

aggregate
incom

e.
U

sing
estim

ated
coefficients

from
the

above
equation

provides
cay≡

ĉay
t =

c
t −

β̂
a ·a

t −
β̂

y ·y
t ,

t=
1
,
...,

T
.

N
ote

that,
unlike

the
estim

ation
equation,

the
fitting

equation
does

not
use

look-ahead
data.E

ight
leads/lags

are
used

in
quarterly

estim
ation

(k=
8)

w
hile

tw
o

lagsare
used

in
annualestim

ation
(k=

2).[F
orfurtherdetails,see

L
ettau

and
L

udvigson
(2001).]

D
ata

for
cay’s

construction
are

available
from

M
artin

L
ettau’s

w
ebsite

at
quarterly

frequency
from

the
second

quarter
of

1952
to

the
fourth

quarter
of

2005.
A

lthough
annual

data
from

1948
to

2001
is

also
available

from
M

artin
L

ettau’s
w

ebsite,
w

e
reconstruct

the
data

follow
ing

their
procedure

as
this

allow
s

us
to

expand
the

tim
e-series

from
1945

to
2005

(an
addition

of7
observations).

B
ecause

the
L

ettau
–

L
udvigson

m
easure

ofcay
isconstructed

using
look-

ahead
(in-sam

ple)
estim

ation
regression

coefficients,
w

e
also

created
an

equivalentm
easure

that
excludes

advance
know

ledge
from

the
estim

ation
equation

and
thus

uses
only

prevailing
data.In

other
w

ords,ifthe
current

tim
e

period
is

‘s’,then
w

e
estim

ated
E

quation
(4)

using
only

the
data

up
to

‘s’throughc
t =

α+
β

sa ·a
t +

β
sy ·y

t +
k

∑i=−
k

b
sa
,i ·�

a
t−

i

+
k

∑i=−
k

b
sy
,i ·�

y
t−

i +
ε

t ,
t=

k+
1
,
...,

s−
k
,

(5)

T
his

m
easure

is
called

caya
(‘‘ante’’)

to
distinguish

it
from

the
traditional

variable
cayp

constructed
w

ith
look-ahead

bias
(‘‘post’’).T

he
superscript

on
the

betas
indicates

that
these

are
rolling

estim
ates,

that
is,

a
set

of
coefficients

used
in

the
construction

of
one

caya
S

m
easure

in
one

period.
A

m
odel

selection
approach,

nam
ed

‘‘m
s.’’

If
there

are
K

variables,
w

e
consider

2
K

m
odels

essentially
consisting

of
all

possible
com

binations

T
he

R
eview

ofF
inancialStudies

/v
21

n
4

2008
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

of
variables.

(A
s

w
ith

the
kitchen

sink
m

odel,
cay

is
not

a
part

of
the

m
s

selection.)
E

very
period,

w
e

select
one

of
these

m
odels

that
gives

the
m

inim
um

cum
ulative

prediction
errors

up
to

tim
e

t.T
his

m
ethod

is
based

on
R

issanen
(1986)

and
is

recom
m

ended
by

B
ossaerts

and
H

illion
(1999).

E
ssentially,

this
m

ethod
uses

our
criterion

of
m

inim
um

O
O

S
prediction

errors
to

choose
am

ong
com

peting
m

odels
in

each
tim

e
period

t.
T

his
is

also
sim

ilar
in

spirit
to

the
use

of
a

m
ore

conventionalcriterion
(like

R
2)

in
P

esaran
and

T
im

m
erm

ann
(1995)

(w
ho

do
not

entertain
our

N
U

L
L

hypothesis).
T

his
selection

m
odel

also
shares

a
certain

flavor
w

ith
our

encom
passing

tests
in

Section
6,w

here
w

e
seek

to
find

an
optim

alrolling
com

bination
betw

een
each

m
odel

and
an

unconditionalhistorical
equity

prem
ium

average,
and

w
ith

the
B

ayesian
m

odel
selection

approach
in

A
vram

ov
(2002).

T
he

latter
tw

o
m

odels,
cay

and
m

s,
are

revised
every

period,
w

hich
render

IS
regressions

problem
atic.T

his
is

also
w

hy
w

e
did

notinclude
caya

in
the

kitchen
sink

specification.

2.
E

m
piricalP

rocedure

O
ur

base
regression

coefficients
are

estim
ated

using
O

L
S,

although
statisticalsignificance

is
alw

ays
com

puted
from

bootstrapped
F

-statistics
(taking

correlation
of

independentvariables
into

account).
O

O
S

statistics:T
he

O
O

S
forecastuses

only
the

data
available

up
to

the
tim

e
atw

hich
the

forecastis
m

ade.L
et

e
N

denote
the

vector
ofrolling

O
O

S
errors

from
the

historicalm
ean

m
odeland

e
A

denote
the

vector
of

rolling
O

O
S

errors
from

the
O

L
S

m
odel.O

ur
O

O
S

statistics
are

com
puted

as

R
2=

1−
M

SE
A

M
SE

N

,
R

2
=

R
2−

(1−
R

2)× (
T

−
k

T
−

1 )
,

�
R

M
SE

= √
M

SE
N

− √
M

SE
A
,

M
SE

-F
=

(T
−

h+
1
)× (

M
SE

N
−

M
SE

A

M
SE

A

)
,

(6)

w
here

h
is

the
degree

of
overlap

(h=
1

for
no

overlap).
M

SE
-F

is
M

cC
racken’s(2004)

F
-statistic.IttestsforequalM

SE
ofthe

unconditional
forecast

and
the

conditionalforecast
(i.e.,

�
M

SE
=

0). 2
W

e
generally

do

2
O

ur
earlier

drafts
also

entertained
another

perform
ance

m
etric,

the
m

ean
absolute

error
difference

�
M

A
E

.
T

he
results

w
ere

sim
ilar.

T
hese

drafts
also

described
another

O
O

S-statistic,
M

SE
-T

=
√

T
+

1−
2·h+

h·(h−
1
)/

T
· [

d

ŝ
e (d ) ],

w
here

d
t =

e
N

t −
e
A

t ,
and

d=
T −

1· ∑
Tt

d
t =

M
SE

N
−

M
SE

A

over
the

entire
O

O
S

period,and
T

is
the

totalnum
ber

of
forecast

observations.T
his

is
the

D
iebold

and
M

ariano
(1995)

t-statistic
m

odified
by

H
arve,L

eybourne,and
N

ew
bold

(1997).(W
e

stilluse
the

latter
as

bounds
in

our
plots,because

w
e

know
the

fulldistribution.)
A

gain,the
results

w
ere

sim
ilar.W

e
chose

to
use

the
M

SE
-F

in
this

article
because

C
lark

and
M

cC
racken

(2001)
find

that
M

SE
-F

has
higher

pow
er

than
M

SE
-T

.
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not
report

M
SE

-F
statistics,

but
instead

use
their

bootstrapped
critical

levels
to

provide
statisticalsignificance

levels
via

stars
in

the
tables.

F
or

our
encom

passing
tests

in
Section

6,w
e

com
pute

E
N

C
=

T
−

h+
1

T
× ∑

Tt=
1 (e

2N
t −

e
N

t ·e
A

t )
M

SE
A

,
(7)

w
hich

is
proposed

by
C

lark
and

M
cC

racken
(2001).

T
hey

also
show

that
the

M
SE

-F
and

E
N

C
statistics

follow
nonstandard

distributions
w

hen
testing

nested
m

odels,because
the

asym
ptotic

difference
in

squared
forecast

errors
is

exactly
0

w
ith

0
variance

under
the

N
U

L
L

,
rendering

the
standard

distributions
asym

ptotically
invalid.B

ecause
our

m
odels

are
nested,

w
e

could
use

asym
ptotic

critical
values

for
M

SE
tests

provided
by

M
cC

racken,and
asym

ptotic
criticalvalues

for
E

N
C

tests
provided

by
C

lark
and

M
cC

racken.H
ow

ever,because
w

e
use

relatively
sm

allsam
ples,

because
our

independent
variables

are
often

highly
serially

correlated,
and

especially
because

w
e

need
critical

values
for

our
5-year

overlapping
observations

(for
w

hich
asym

ptotic
critical

values
are

not
available),

w
e

obtain
criticalvalues

from
the

bootstrap
procedure

described
below

.(T
he

exceptions
are

that
critical

values
for

caya,
cayp,

and
all

m
odels

are
not

calculated
using

a
bootstrap,

and
critical

values
for

m
s

m
odel

are
not

calculated
atall.)T

he
N

U
L

L
hypothesis

is
thatthe

unconditionalforecast
is

not
inferior

to
the

conditional
forecast,

so
our

critical
values

for
O

O
S

test
are

for
a

one-sided
test

(criticalvalues
of

IS
tests

are,as
usual,based

on
tw

o-sided
tests). 3

B
ootstrap

:
O

ur
bootstrap

follow
s

M
ark

(1995)
and

K
ilian

(1999)
and

im
poses

the
N

U
L

L
of

no
predictability

for
calculating

the
criticalvalues.

In
other

w
ords,the

data
generating

process
is

assum
ed

to
be

y
t+

1 =
α

+
u

1
t+

1

x
t+

1 =
µ

+
ρ×

x
t +

u
2
t+

1 .

T
he

bootstrap
for

calculating
pow

er
assum

es
the

data
generating

process
is

y
t+

1 =
α+

β×
x

t +
u

1
t+

1

x
t+

1 =
µ

+
ρ×

x
t +

u
2
t+

1 ,

w
here

both
β

and
ρ

are
estim

ated
by

O
L

S
using

the
full

sam
ple

of
observations,

w
ith

the
residuals

stored
for

sam
pling.

W
e

then
generate

3
Ifthe

regression
coefficient

β
is

sm
all(so

thatexplanatory
pow

er
is

low
or

the
IS

R
2

is
low

),itm
ay

happen
that

our
unconditionalm

odeloutperform
s

on
O

O
S

because
of

estim
ation

error
in

the
rolling

estim
ates

of
β

.
In

this
case,

�
R

M
SE

m
ight

be
negative

but
still

significant
because

these
tests

are
ultim

ately
tests

of
w

hether
β

is
equalto

zero.

T
he

R
eview

ofF
inancialStudies
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n
4
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

10,000
bootstrapped

tim
e

series
by

draw
ing

w
ith

replacem
ent

from
the

residuals.
T

he
initial

observation
—

preceding
the

sam
ple

of
data

used
to

estim
ate

the
m

odels—
is

selected
by

picking
one

date
from

the
actual

data
at

random
.

T
his

bootstrap
procedure

not
only

preserves
the

autocorrelation
structure

of
the

predictor
variable,

thereby
being

valid
under

the
Stam

baugh
(1999)

specification,
but

also
preserves

the
cross-correlation

structure
of

the
tw

o
residuals. 4

S
tatistical

P
ow

er:
O

ur
article

entertains
both

IS
and

O
O

S
tests.

Inoue
and

K
ilian

(2004)
show

that
the

O
O

S
tests

used
in

this
paper

are
less

pow
erful

than
IS

tests,
even

though
their

size
properties

are
roughly

the
sam

e.Sim
ilar

critiques
of

the
O

O
S

tests
in

our
article

have
been

noted
by

C
ochrane

(2005)
and

C
am

pbelland
T

hom
pson

(2005).W
e

believe
this

is
the

w
rong

w
ay

to
look

at
the

issue
ofpow

er
for

tw
o

reasons:

(i)
Itis

true
thatunder

a
w

ell-specified,stable
underlying

m
odel,an

IS
O

L
S

estim
ator

is
m

ore
efficient.

T
herefore,

a
researcher

w
ho

has
com

plete
confidence

in
her

underlying
m

odelspecification
(butnot

the
underlying

m
odel

param
eters)

should
indeed

rely
on

IS
tests

to
establish

significance—
the

alternative
to

O
O

S
tests

does
have

low
er

pow
er.

H
ow

ever,
the

point
of

any
regression

diagnostics,
such

as
those

for
heteroskedasticity

and
autocorrelation,is

alw
ays

to
subject

otherw
ise

seem
ingly

successful
regression

m
odels

to
a

num
ber

of
reasonable

diagnostics
w

hen
there

is
som

e
m

odel
uncertainty.R

elative
to

not
running

the
diagnostic,by

definition,
any

diagnostic
that

can
reject

the
m

odel
at

this
stage

sacrifices
pow

er
if

the
specified

underlying
m

odel
is

correct.
In

our
forecasting

regression
context,

O
O

S
perform

ance
just

happens
to

be
one

natural
and

especially
useful

diagnostic
statistic.

It
can

help
determ

ine
w

hether
a

m
odel

is
stable

and
w

ellspecified,
or

changing
over

tim
e,either

suddenly
or

gradually.
T

his
also

suggests
w

hy
the

sim
ple

pow
er

experim
ent

perform
ed

in
som

e
of

the
aforem

entioned
critiques

of
our

ow
n

paper
is

w
rong.

It
is

unreasonable
to

propose
a

m
odel

if
the

IS
perform

ance
is

insignificant,
regardless

of
its

O
O

S
perform

ance.
R

easonable
(though

not
necessarily

statistically
significant)

O
O

S
perform

ance
is

not
a

substitute,
but

a
necessary

com
plem

ent
for

IS
perform

ance
in

order
to

establish
the

quality
of

the
underlying

m
odel

specification.
T

he
thought

experim
ents

and
analyses

in
the

critiques,
w

hich
sim

ply
com

pare
the

pow
er

of
O

O
S

tests
to

that
of

IS
tests,

especially
under

their
assum

ption
of

a
correctly

specified
stable

m
odel,

is
therefore

incorrect.
T

he
correct

pow
er

4
W

e
do

not
bootstrap

for
cayp

because
it

is
calculated

using
ex-post

data;for
caya

and
m

s
because

these
variables

change
each

period;and
for

allbecause
of

com
putationalburden.
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experim
entinstead

should
explore

w
hether

conditionalon
observed

IS
significance,O

O
S

diagnostics
are

reasonably
pow

erful.W
e

later
show

that
they

are.
N

ot
reported

in
the

tables,
w

e
also

used
the

C
U

SU
M

Q
test

to
test

for
m

odelstability.A
lthough

this
is

a
w

eak
test,w

e
can

reject
stability

for
allm

onthly
m

odels:and
for

allannualm
odels

except
for

ntis,i/k,and
cayp,w

hen
w

e
use

data
beginning

in
1927.T

hus,
the

C
U

SU
M

Q
test

sends
the

sam
e

m
essage

about
the

m
odels

as
the

findings
that

w
e

shallreport.
(ii)

A
llof

the
O

O
S

tests
in

our
paper

do
not

failin
the

w
ay

the
critics

suggest.
L

ow
-pow

er
O

O
S

tests
w

ould
produce

relatively
poor

predictionsearly
and

relatively
good

predictionslate
in

the
sam

ple.
Instead,allofourm

odelsshow
the

opposite
behavior—

good
O

O
S

perform
ance

early,bad
O

O
S

perform
ance

late.
A

sim
ple

alternative
O

O
S

estim
ator,

w
hich

dow
nw

eights
early

O
O

S
predictionsrelative

to
late

O
O

S
predictions,w

ould
have

m
ore

pow
er

than
our

unw
eighted

O
O

S
prediction

test.Such
a

m
odified

estim
ator

w
ould

both
be

m
ore

pow
erful,and

itw
ould

show
thatall

m
odels

explored
in

our
article

perform
even

w
orse.(W

e
do

notuse
it

only
to

keep
it

sim
ple

and
to

avoid
a

‘‘cherry-picking-the-test’’
critique.)

E
stim

ation
P

eriod
:It

is
not

clear
how

to
choose

the
periods

over
w

hich
a

regression
m

odelis
estim

ated
and

subsequently
evaluated.T

his
is

even
m

ore
im

portant
for

O
O

S
tests.A

lthough
any

choice
is

necessarily
ad-hoc

in
the

end,
the

criteria
are

clear.
It

is
im

portant
to

have
enough

initial
data

to
get

a
reliable

regression
estim

ate
at

the
start

of
evaluation

period,
and

it
is

im
portant

to
have

an
evaluation

period
that

is
long

enough
to

be
representative.W

e
explore

three
tim

e
period

specifications:the
firstbegins

O
O

S
forecasts

20
years

after
data

are
available;

the
second

begins
O

O
S

forecast
in

1965
(or

20
years

after
data

are
available,

w
hichever

com
es

later);the
third

ignores
alldata

prior
to

1927
even

in
the

estim
ation. 5

If
a

variable
doesnothave

com
plete

data,som
e

ofthese
tim

e-specificationscan
overlap.U

sing
three

different
periods

reflects
different

trade-offs
betw

een
the

desire
to

obtain
statisticalpow

er
and

the
desire

to
obtain

results
that

rem
ain

relevanttoday.In
our

graphicalanalysis
later,w

e
also

evaluate
the

rolling
predictive

perform
ance

ofvariables.T
his

analysis
helps

us
identify

periods
of

superior
or

inferior
perform

ance
and

can
be

seen
as

invariant
to

the
choice

of
the

O
O

S
evaluation

period
(though

not
to

the
choice

of
the

estim
ation

period).

5
W

e
also

tried
estim

ating
our

m
odels

only
w

ith
data

after
W

orld
W

ar
II,

as
recom

m
ended

by
L

ew
ellen

(2004).Som
e

properties
in

som
e

m
odels

change,especially
w

hen
itcom

es
to

statisticalsignificance
and

the
im

portance
ofthe

O
ilShock

for
one

variable,d/p.H
ow

ever,the
overallconclusions

ofour
article

rem
ain.

T
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R
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

3.
A

nnualP
rediction

T
able

1
show

s
the

predictive
perform

ance
of

the
forecasting

m
odels

on
annual

forecasting
horizons.

F
igures

1
and

2
graph

the
IS

and
O

O
S

perform
ance

of
variables

in
T

able
1.

F
or

the
IS

regressions,
the

perform
ance

is
the

cum
ulative

squared
dem

eaned
equity

prem
ium

m
inus

the
cum

ulative
squared

regression
residual.

F
or

the
O

O
S

regressions,
this

is
the

cum
ulative

squared
prediction

errors
of

the
prevailing

m
ean

m
inus

the
cum

ulative
squared

prediction
error

of
the

predictive
variable

from
the

linear
historical

regression.
W

henever
a

line
increases,

the
A

L
T

E
R

N
A

T
IV

E
predicted

better;
w

henever
it

decreases,
the

N
U

L
L

predicted
better.

T
he

units
in

the
graphs

are
not

intuitive,
but

the
tim

e-
series

pattern
allow

s
diagnosis

of
years

w
ith

good
or

bad
perform

ance.
Indeed,the

final
�

SSE
statistic

in
the

O
O

S
plot

is
sign-identicalw

ith
the

�
R

M
SE

statistic
in

our
tables.T

he
standard

error
of

allthe
observations

in
the

graphs
is

based
on

translating
M

SE
-T

statistic
into

sym
m

etric
95%

confidence
intervals

based
on

the
M

cC
racken

(2004)
critical

values;
the

tables
differ

in
using

the
M

SE
-F

statistic
instead.

T
he

reader
can

easily
adjustperspective

to
see

how
variations

in
starting

or
ending

date
w

ould
im

pact
the

conclusion
—

by
shifting

the
graph

up
or

dow
n

(redraw
ing

the
y=

0
horizontalzero

line).Indeed,a
horizontalline

and
the

right-side
scale

indicate
the

equivalent
zero-point

for
the

second
tim

e
period

specification,
in

w
hich

w
e

begin
forecasts

in
1965

(this
is

m
arked

‘‘Start=
1965

Z
ero

V
al’’line).T

he
plots

have
also

vertically
shifted

the
IS

errors,so
thatthe

IS
line

begins
atzero

on
the

date
ofour

firstO
O

S
prediction.

T
he

O
il

Shock
recession

of
1973

to
1975,

as
identified

by
the

N
B

E
R

,is
m

arked
by

a
vertical(red)bar

in
the

figures. 6

In
addition

to
the

figures
and

tables,
w

e
also

sum
m

arize
m

odels’
perform

ances
in

sm
all

in-text
sum

m
ary

tables,
w

hich
give

the
IS- R

2

and
O

O
S-R

2
for

tw
o

tim
e

periods:the
m

ostrecent
30

years
and

the
entire

sam
ple

period.T
he

R
2

for
the

subperiod
is

notthe
R

2
for

a
differentm

odel
estim

ated
only

over
the

m
ost

recent
three

decades,but
the

residualfit
for

the
overallm

odelover
the

subsetof
data

points
(e.g.,com

puted
sim

ply
as

1-SSE
/SST

for
the

last
30

years’residuals).T
he

m
ost

recent
three

decades
after

the
O

ilShock
can

help
shed

light
on

w
hether

a
m

odelis
likely

to
still

perform
w

ellnow
adays.G

enerally,it
is

easiest
to

understand
the

data
by

looking
first

at
the

figures,then
at

the
in-text

table,and
finally

at
the

full
table.

A
w

ell-specified
signalw

ould
inspire

confidence
in

a
potentialinvestor

if
ithad

6
T

he
actual

recession
period

w
as

from
N

ovem
ber

1973
to

M
arch

1975.
W

e
treat

both
1973

and
1975

as
years

ofO
ilShock

recession
in

annualprediction.
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F
igure

1
A

nnualperform
ance

ofIS
insignificantpredictors.

E
xplanation:T

hese
figures

plotthe
IS

and
O

O
S

perform
ance

ofannualpredictive
regressions.Specifically,

these
are

the
cum

ulative
squared

prediction
errors

of
the

N
U

L
L

m
inus

the
cum

ulative
squared

prediction
error

of
the

A
L

T
E

R
N

A
T

IV
E

.T
he

A
L

T
E

R
N

A
T

IV
E

is
a

m
odelthat

relies
on

predictive
variables

noted
in

each
graph.T

he
N

U
L

L
is

the
prevailing

equity
prem

ium
m

ean
for

the
O

O
S

graph,and
the

full-period
equity

prem
ium

m
ean

for
the

IS
graph.

T
he

IS
prediction

relative
perform

ance
is

dotted
(and

usually
above),the

O
O

S
prediction

relative
perfom

ance
is

solid.A
n

increase
in

a
line

indicates
better

perform
ance

of
the

nam
ed

m
odel;a

decrease
in

a
line

indicates
better

perform
ance

of
the

N
U

L
L

.T
he

blue
band

is
the

equivalent
of

95%
tw

o-sided
levels,based

on
M

SE
-T

criticalvalues
from

M
cC

racken
(2004).(M

SE
-T

is
the

D
iebold

and
M

ariano
(1995)

t-statistic
m

odified
by

H
arvey,

L
eybourne,

and
N

ew
bold

(1998)).
T

he
right

axis
shifts

the
zero

point
to

1965.T
he

O
ilShock

is
m

arked
by

a
red

verticalline.

T
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R
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n
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Table 1
Forecasts at annual frequency
This table presents statistics on forecast errors in-sample (IS) and out-of-sample (OOS) for log equity premium forecasts at annual frequency (both in the forecasting
equation and forecast). Variables are explained in Section 2. Stock returns are price changes, including dividends, of the S&P500. All numbers are in percent per year,

except except R
2 and power which are simple percentages. A star next to IS-R2 denotes significance of the in-sample regression as measured by F -statistics (critical

values of which are obtained empirically from bootstrapped distributions). The column ‘IS for OOS’ gives the IS-R2 for the OOS period. �RMSE is the RMSE
(root mean square error) difference between the unconditional forecast and the conditional forecast for the same sample/forecast period. Positive numbers signify

superior out-of-sample conditional forecast. The OOS-R2 is defined in Equation 6. A star next to OOS-R2 is based on significance of MSE-F statistic by McCracken
(2004), which tests for equal MSE of the unconditional forecast and the conditional forecast. One-sided critical values of MSE statistics are obtained empirically from
bootstrapped distributions, except for caya and all models where they are obtained from McCracken (2004). Critical values for the ms model are not calculated. Power
is calculated as the fraction of draws where the simulated �RMSE is greater than the empirically calculated 95% critical value. The two numbers under the power
column are for all simulations and for those simulations in which the in-sample estimate was significant at the 95% level. Significance levels at 90%, 95%, and 99% are
denoted by one, two, and three stars, respectively.

Full Sample 1927–2005

Forecasts begin 20 years after sample Forecasts begin 1965 Sample

IS IS for OOS IS for OOS IS

Variable Data R
2 OOS R

2
R

2
�RMSE Power OOS R

2
R

2
�RMSE Power R

2

Full Sample, Not Significant IS

dfy Default yield spread 1919–2005 −1.18 −3.29 −0.14 −4.15 −0.12 −1.31
infl Inflation 1919–2005 −1.00 −4.07 −0.20 −3.56 −0.08 −0.99
svar Stock variance 1885–2005 −0.76 −27.14 −2.33 −2.44 +0.01 −1.32
d/e Dividend payout ratio 1872–2005 −0.75 −4.33 −0.31 −4.99 −0.18 −1.24
lty Long term yield 1919–2005 −0.63 −7.72 −0.47 −12.57 −0.76 −0.94
tms Term spread 1920–2005 0.16 −2.42 −0.07 −2.96 −0.03 0.89
tbl Treasury-bill rate 1920–2005 0.34 −3.37 −0.14 −4.90 −0.18 0.15
dfr Default return spread 1926–2005 0.40 −2.16 −0.03 −2.82 −0.02 0.32
d/p Dividend price ratio 1872–2005 0.49 −2.06 −0.11 −3.69 −0.09 1.67
d/y Dividend yield 1872–2005 0.91 −1.93 −0.10 −6.68 −0.31 2.71*

ltr Long term return 1926–2005 0.99 −11.79 −0.76 −18.38 −1.18 0.92
e/p Earning price ratio 1872–2005 1.08 −1.78 −0.08 −1.10 0.11 3.20*
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Table 1
Continued

Full Sample 1927–2005

Forecasts begin 20 years after sample Forecasts begin 1965 Sample

IS IS for OOS IS for OOS IS

Variable Data R
2 OOS R

2
R

2
�RMSE Power OOS R

2
R

2
�RMSE Power R

2

Full Sample, Significant IS

b/m Book to market 1921–2005 3.20* 1.13 −1.72 −0.01 42 (67) −7.29 −12.71 −0.77 40 (61) 4.14*

i/k Invstmnt capital ratio 1947–2005 6.63** −0.25 −1.77 0.07 47 (77) Same Same
ntis Net equity expansion 1927–2005 8.15*** −4.21 −5.07 −0.26 57 (78) 0.96 −6.79 −0.32 53 (72) Same
eqis Pct equity issuing 1927–2005 9.15*** 2.81 2.04** 0.30 72 (85) 3.64 −1.00 +0.12 66 (77) Same
all Kitchen sink 1927–2005 13.81** 2.62 −139.03 −5.97 - (-) −20.91 −176.18 −6.19 - (-) Same

Full sample, no IS equivalent (caya, ms) or Ex-Post Information (cayp)

cayp Cnsmptn, wlth, incme 1945–2005 15.72*** 20.70 16.78*** 1.61 - (-) Same Same
caya Cnsmptn, wlth, incme 1945–2005 - - −4.33 −0.14 - (-) Same Same
ms Model selection 1927–2005 - - −22.50 −1.69 - (-) - −23.71 −1.79 - (-) Same

1927-2005 Sample, Significant IS Full Sample

d/y Dividend yield 1927–2005 2.71* −0.35 −6.44 −0.30 30 (71) 0.91
e/p Earning price ratio 1927–2005 3.20* −0.94 −3.15 −0.05 39 (64) 1.08
b/m Book to market 1927–2005 4.14* −8.65 −19.46 −1.26 45 (64) 3.20*
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(i)
both

significant
IS

and
reasonably

good
O

O
S

perform
ance

over
the

entire
sam

ple
period;

(ii)
a

generally
upw

ard
drift(of

course,an
irregular

one);
(iii)

an
upw

ard
drift

w
hich

occurs
not

just
in

one
short

or
unusual

sam
ple

period
—

say
just

the
tw

o
years

around
the

O
ilShock;

(iv)
an

upw
ard

driftthatrem
ains

positive
over

the
m

ostrecentseveral
decades—

otherw
ise,

even
a

reader
taking

the
long

view
w

ould
have

to
be

concerned
w

ith
the

possibility
that

the
underlying

m
odelhas

drifted.

T
here

are
also

other
diagnostics

that
stable

m
odels

should
pass

(heteroskedasticity,residualautocorrelation,etc.),but
w

e
do

not
explore

them
in

our
article.

3.1
In-sam

ple
insignificantm

odels
A

s
already

m
entioned,

if
a

m
odel

has
no

IS
perform

ance,
its

O
O

S
perform

ance
is

not
interesting.

H
ow

ever,
because

som
e

of
the

IS
insignificant

m
odels

are
so

prom
inent,and

because
it

helps
to

understand
w

hy
they

m
ay

have
been

considered
successfulforecasters

in
past

articles,
w

e
still

provide
som

e
basic

statistics
and

graph
their

O
O

S
perform

ance.
T

he
m

ostprom
inentsuch

m
odels

are
the

follow
ing:

D
ividend

P
rice

R
atio:F

igure
1

show
s

that
there

w
ere

four
distinct

periods
for

the
d/p

m
odel,and

this
applies

both
to

IS
and

O
O

S
perform

ance.d/p
had

m
ild

underperform
ance

from
1905

to
W

W
II,good

perform
ance

from
W

W
II

to
1975,

neither
good

nor
bad

perform
ance

until
the

m
id-1990s,

and
poor

perform
ance

thereafter.
T

he
best

sam
ple

period
for

d/p
w

as
from

the
m

id
1930s

to
the

m
id-1980s.F

or
the

O
O

S,it
w

as
1937

to
1984,

although
over

half
of

the
O

O
S

perform
ance

w
as

due
to

the
O

il
Shock.

M
oreover,the

plotshow
s

that
the

O
O

S
perform

ance
of

the
d/p

regression
w

as
consistently

w
orse

than
the

perform
ance

of
its

IS
counterpart.

T
he

distance
betw

een
the

IS
and

O
O

S
perform

ance
increased

steadily
untilthe

O
ilShock.
O

ver
the

m
ost

recent
30

years
(1976

to
2005),

d/p’s
perform

ance
is

negative
both

IS
and

O
O

S.O
ver

the
entire

period,d/p
underperform

ed
the

prevailing
m

ean
O

O
S,too:

R
ecent

A
ll

d/p
30

years
years

IS
R

2
−

4.80%
0.49%

O
O

S
R

2
−

15.14%
−

2.06%

D
ividend

Y
ield

:
F

igure
1

show
s

that
the

d/y
m

odel’s
IS

patterns
look

broadly
like

those
of

d/p.
H

ow
ever,

its
O

O
S

pattern
w

as
m

uch
m

ore
volatile:

d/y
predicted

equity
prem

ia
w

ell
during

the
G

reat
D

epression
(1930

to
1933),

the
period

from
W

orld
W

ar
II

to
1958,

the
O

il
Shock

of

T
he

R
eview

ofF
inancialStudies

/v
21

n
4

2008
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

1973
–

1975,and
the

m
arket

decline
of

2000
–

2002.It
had

large
prediction

errors
from

1958
to

1965
and

from
1995

to
2000,and

ithad
unrem

arkable
perform

ance
in

other
years.T

he
best

O
O

S
sam

ple
period

started
around

1925
and

ended
either

in
1957

or
1975.

T
he

O
il

Shock
did

not
play

an
im

portant
role

for
d/y.

O
ver

the
m

ost
recent

30
years,d/y’s

perform
ance

is
again

negative
IS

and
O

O
S.

T
he

full-sam
ple

O
O

S
perform

ance
is

also
again

negative:

R
ecent

A
ll

d/y
30

years
years

IS
R

2
−

5.52%
0.91%

O
O

S
R

2
−

20.79%
−

1.93%

E
arnings

P
rice

R
atio

:
F

igure
1

show
s

that
e/p

had
inferior

perform
ance

until
W

W
II,

and
superior

perform
ance

from
W

W
II

to
the

late
1970s.

A
fter

the
O

il
Shock,

it
had

generally
nondescript

perform
ance

(w
ith

the
exception

of
the

late
1990s

and
early

2000s).
Its

best
sam

ple
period

w
as

1943
to

2002.
2003

and
2004

w
ere

bad
years

for
this

m
odel.

O
ver

the
m

ostrecent30
years,e/p’s

perform
ance

is
again

negative
IS

and
O

O
S.T

he
full-sam

ple
O

O
S

perform
ance

is
negative

too.

R
ecent

A
ll

e/p
30

years
years

IS
R

2
−

2.08%
1.08%

O
O

S
R

2
−

5.98%
−

1.78%

T
able

1
show

s
thatthese

three
price

ratios
are

notstatistically
significant

IS
at

the
90%

level.H
ow

ever,som
e

disagreem
ent

in
the

literature
can

be
explained

by
differences

in
the

estim
ation

period. 7

O
ther

V
ariables

:
T

he
rem

aining
plots

in
F

igure
1

and
the

rem
aining

IS
insignificant

m
odels

in
T

able
1

show
that

d/e,
dfy,

and
infl

essentially
never

had
significantly

positive
O

O
S

periods,
and

that
svar

had
a

huge
drop

in
O

O
S

perform
ance

from
1930

to
1933.

O
ther

variables
(that

are

7
F

or
exam

ple,
the

final
lines

in
T

able
1

show
that

d/y
and

e/p
had

positive
and

statistically
significant

IS
perform

ance
atthe

90%
levelif

alldata
prior

to
1927

is
ignored.N

evertheless,T
able

1
also

show
s

thatthe

O
O

S- R
2

perform
ance

rem
ains

negative
for

both
ofthese.M

oreover,w
hen

the
data

begins
in

1927
and

the
forecastbegins

in
1947

(another
popular

period
choice),w

e
find

(D
ata

B
egins

in
1927)

e/p
d/y

(F
orecastB

egins
in

1947)
R

ecent
A

ll
R

ecent
A

ll

IS
R

2
−

3.83%
3.20%

−
5.20%

2.71%

O
O

S
R

2
−

13.58%
3.41%

−
28.05%

−
16.65%

F
inally,and

again
notreported

in
the

table,anotherchoice
ofestim

ation
period

can
also

m
ake

a
difference.

T
he

three
price

m
odels

loststatisticalsignificance
over

the
fullsam

ple
only

in
the

1990s.T
his

is
notbecause

the
IS- �

R
M

SE
decreased

further
in

the
1990s,

but
because

the
1991

–
2005

prediction
errors

w
ere

m
ore

volatile,w
hich

raised
the

standard
errors

of
point

estim
ates.
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IS
insignificant)

often
had

good
sam

ple
perform

ance
early

on,
ending

som
ew

here
betw

een
the

O
il

Shock
and

the
m

id-1980s,
follow

ed
by

poor
perform

ance
over

the
m

ost
recent

three
decades.T

he
plots

also
show

that
it

w
as

generally
not

just
the

late
1990s

that
invalidated

them
,

unlike
the

case
w

ith
the

aforem
entioned

price
ratio

m
odels.

In
sum

,12
m

odels
had

insignificantIS
full-period

perform
ance

and,not
surprisingly,these

m
odels

generally
did

notoffer
good

O
O

S
perform

ance.

3.2
In-sam

ple
significantm

odels
F

ive
m

odels
w

ere
significant

IS
(b/m

,
i/k,

ntis,
eqis,

and
all)

at
least

at
the

10%
tw

o-sided
level.T

able
1

contains
m

ore
details

for
these

variables,
such

as
the

IS
perform

ance
during

the
O

O
S

period,and
a

pow
er

statistic.
T

ogether
w

ith
the

plots
in

F
igure

2,
this

inform
ation

helps
the

reader
to

judge
the

stability
of

the
m

odels—
w

hether
poor

O
O

S
perform

ance
is

driven
by

less
accurately

estim
ated

param
eters

(pointing
to

low
er

pow
er),

and/or
by

the
fact

that
the

m
odel

fails
IS

and/or
O

O
S

during
the

O
O

S
sam

ple
period

(pointing
to

a
spurious

m
odel).

B
ook-to-m

arket
ratio:

b/m
is

statistically
significant

at
the

6%
level

IS.
F

igure
2

show
s

that
it

had
excellent

IS
and

O
O

S
predictive

perform
ance

right
until

the
O

il
Shock.

B
oth

its
IS

and
O

O
S

perform
ance

w
ere

poor
from

1975
to

2000,
and

the
recovery

in
2000

–
2002

w
as

not
enough

to
gain

back
the

1997
–

2000
perform

ance.T
hus,the

b/m
m

odelhas
negative

perform
ance

over
the

m
ostrecentthree

decades,both
IS

and
O

O
S.

R
ecent

A
ll

b/m
30

years
years

IS
R

2
−

12.37%
3.20%

O
O

S
R

2
−

29.31%
−

1.72%

O
ver

the
entire

sam
ple

period,
the

O
O

S
perform

ance
is

negative,
too.

T
he

‘‘IS
for

O
O

S’’
R

2
in

T
able

1
show

s
how

dependentb/m
’s

perform
ance

ison
the

first20
yearsofthe

sam
ple.T

he
IS

R
2

is−
7.29%

forthe
1965

–
2005

period.T
he

com
parable

O
O

S
R

2
even

reaches−
12.71%

.
A

s
w

ith
other

m
odels,b/m

’s
lack

ofO
O

S
significance

is
notjusta

m
atter

of
low

test
pow

er.T
able

1
show

s
that

in
the

O
O

S
prediction

beginning
in

1941,under
the

sim
ulation

of
a

stable
m

odel,the
O

O
S

statistic
cam

e
out

statistically
significantly

positive
in

67%
8

ofour
(stable-m

odel)sim
ulations

in
w

hich
the

IS
regression

w
as

significant.
N

ot
reported

in
the

table,
positive

perform
ance

(significant
or

insignificant)
occurred

in
78%

of
our

8
T

he
42%

applies
to

allsim
ulation

draw
s.It

is
the

equivalent
of

the
experim

ent
conducted

in
som

e
other

articles.H
ow

ever,because
O

O
S

perform
ance

is
relevant

only
w

hen
the

IS
perform

ance
is

significant,this
is

the
w

rong
m

easure
of

pow
er.

T
he

R
eview

ofF
inancialStudies

/v
21

n
4

2008
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A
C

om
prehensive

L
ook

at
T

he
E

m
piricalP

erform
ance

of
E

quity
P

rem
ium

P
rediction

sim
ulations.A

perform
ance

as
negative

as
the

observed
�

R
M

SE
of−

0.01
occurred

in
none

ofthe
sim

ulations.
Investm

ent-capital
ratio

:
i/k

is
statistically

significant
IS

at
the

5%
level.

F
igure

2
show

s
that,

like
b/m

,
it

perform
ed

w
ell

only
in

the
first

half
of

its
sam

ple,both
IS

and
O

O
S.A

bout
half

of
its

perform
ance,both

IS
and

O
O

S,occurs
during

the
O

ilShock.O
ver

the
m

ost
recent

30
years,i/k

has
underperform

ed:

R
ecent

A
ll

i/k
30

years
years

IS
R

2
−

8.09%
6.63%

O
O

S
R

2
−

18.02%
−

1.77%

C
orporate

Issuing
A

ctivity
:

R
ecall

that
ntis

m
easures

equity
issuing

and
repurchasing

(plus
dividends)

relative
to

the
price

level;
eqis

m
easures

equity
issuing

relative
to

debt
issuing.F

igure
2

show
s

that
both

variables
had

superior
IS

perform
ance

in
the

early
1930s,a

part
of

the
sam

ple
that

is
not

part
of

the
O

O
S

period.eqis
continues

good
perform

ance
into

the
late

1930s
but

gives
back

the
extra

gains
im

m
ediately

thereafter.
In

the
O

O
S

period,there
is

one
stark

difference
betw

een
the

tw
o

variables:eqis
had

superior
perform

ance
during

the
O

il
Shock,

both
IS

and
O

O
S.

It
is

this
perform

ance
that

m
akes

eqis
the

only
variable

that
had

statistically
significantO

O
S

perform
ance

in
the

annualdata.In
other

periods,neither
variable

had
superior

perform
ance

during
the

O
O

S
period.

B
oth

variables
underperform

ed
over

the
m

ostrecent30
years

ntis
eqis

R
ecent

A
ll

R
ecent

A
ll

30
years

years
30

years
years

IS
R

2
−

5.14%
8.15%

−
10.36%

9.15%

O
O

S
R

2
−

8.63%
−

5.07%
−

15.33%
2.04%

T
he

plot
can

also
help

explain
dueling

perspectives
about

eqis
betw

een
B

utler,
G

rullon,
and

W
eston

(2005)
and

B
aker,

T
aliaferro,

and
W

urgler
(2004).

O
ne

part
of

their
disagreem

ent
is

w
hether

eqis’s
perform

ance
is

just
random

underperform
ance

in
sam

pled
observations.O

f
course,som

e
good

years
are

expected
to

occur
in

any
regression.

Y
et

eqis’s
superior

perform
ance

m
ay

not
have

been
so

random
,

because
it

(i)
occurred

in
consecutive

years,
and

(ii)
in

response
to

the
O

il
Shock

events
that

are
often

considered
to

have
been

exogenous,
unforecastable,

and
unusual.

B
utler,

G
rullon,

and
W

eston
(2005)

also
end

their
data

in
2002,

w
hile

B
aker,

T
aliaferro,

and
W

urgler
(2004)

refer
to

our
earlier

draft
and

to
R

apach
and

W
ohar

(2006),w
hich

end
in

2003
and

1999,respectively.O
ur

figure
show

s
that

sm
all

variations
in

the
final

year
choice

can
m

ake
a
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difference
in

w
hether

eqis
turns

out
significant

or
not.

In
any

case,
both

articles
have

good
points.

W
e

agree
w

ith
B

utler,
G

rullon,
and

W
eston

(2005)
that

eqis
w

ould
not

have
been

a
profitable

and
reliable

predictor
for

an
externalinvestor,especially

over
the

m
ost

recent
30

years.B
ut

w
e

also
agree

w
ith

B
aker,T

aliaferro,and
W

urgler
(2004)

that
conceptually,

it
is

not
the

O
O

S
perform

ance,
but

the
IS

perform
ance

that
m

atters
in

the
sense

in
w

hich
B

aker
and

W
urgler

(2000)w
ere

proposing
eqis—

notas
a

third-party
predictor,

but
as

docum
entary

evidence
of

the
fund-raising

behavior
of

corporations.
C

orporations
did

repurchase
profitably

in
the

G
reat

D
epression

and
the

O
il

Shock
era

(though
not

in
the

‘‘bubble
period’’collapse

of
2001

–
2002).

all
T

he
final

m
odel

w
ith

IS
significance

is
the

kitchen
sink

regression.
It

had
high

IS
significance,but

exceptionally
poor

O
O

S
perform

ance.

3.3
T

im
e-changing

m
odels

caya
and

m
s

have
no

IS
analogs,

because
the

m
odels

them
selves

are
constantly

changing.
C

onsum
ption-W

ealth-Incom
e

:
L

ettau
and

L
udvigson

(2001)
construct

their
cay

proxy
assum

ing
that

agents
have

som
e

ex-post
inform

ation.
T

he
experim

ent
their

study
calls

O
O

S
is

unusual:
their

representative
agentstillretains

know
ledge

of
the

m
odel’s

full-sam
ple

C
A

Y
-construction

coefficients.ItisO
O

S
only

in
thatthe

agentdoesnothave
know

ledge
ofthe

predictive
coefficientand

thus
has

to
update

it
on

a
running

basis.W
e

call
the

L
ettau

and
L

udvigson
(2001)

variable
cayp.

W
e

also
construct

caya,
w

hich
represents

a
m

ore
genuine

O
O

S
experim

ent,in
w

hich
investors

are
notassum

ed
to

have
advance

know
ledge

ofthe
cay

construction
estim

ation
coefficients.

F
igure

2
show

s
thatcayp

had
superior

perform
ance

untilthe
O

ilShock,
and

nondescript
perform

ance
thereafter.It

also
benefited

greatly
from

its
perform

ance
during

the
O

ilShock
itself.

R
ecent

A
ll

cay
30

years
years

Som
e

ex-postknow
ledge,cayp

IS
R

2
10.52%

15.72%

Som
e

ex-postknow
ledge,cayp

O
O

S
R

2
7.60%

16.78%

N
o

advance
know

ledge,caya
O

O
S

R
2

−
12.39%

−
4.33%

T
he

full-sam
ple

cayp
resultconfirm

s
the

findings
in

L
ettau

and
L

udvigson
(2001).

cayp
outperform

s
the

benchm
ark

O
O

S
R

M
SE

by
1.61%

per
annum

.
It

is
stable

and
its

O
O

S
perform

ance
is

alm
ost

identical
to

its
IS

perform
ance.

In
contrast

to
cayp,

caya
has

had
no

superior
O

O
S

perform
ance,

either
over

the
entire

sam
ple

period
or

the
m

ost
recent

years.
In

fact,
w

ithout
advance

know
ledge,

caya
had

the
w

orst
O

O
S

R
2

perform
ance

am
ong

our
single

variable
m

odels.

T
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R
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n
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A Comprehensive Look at The Empirical Performance of Equity Premium Prediction

Model Selection : Finally, ms fails with a pattern similar to earlier
variables—good performance until 1976, bad performance thereafter.

Recent All
ms 30 years years

IS R
2

OOS R
2 −43.40% −22.50%

Conclusion : There were a number of periods with sharp stock market
changes, such as the Great Depression of 1929–1933 (in which the
S&P500 dropped from 24.35 at the end of 1928 to 6.89 at the end of
1932) and the ‘‘bubble period’’ from 1999–2001 (with its subsequent
collapse). However, it is the Oil Shock recession of 1973–1975, in which
the S&P500 dropped from 108.29 in October 1973 to 63.54 in September
1974—and its recovery back to 95.19 in June 1975—that stands out.
Many models depend on it for their apparent forecasting ability, often
both IS and OOS. (And none performs well thereafter.) Still, we caution
against overreading or underreading this evidence. In favor of discounting
this period, the observed source of significance seems unusual, because the
important years are consecutive observations during an unusual period.
(They do not appear to be merely independent draws.) In favor of not
discounting this period, we do not know how one would identify these
special multiyear periods ahead of time, except through a model. Thus,
good prediction during such a large shock should not be automatically
discounted. More importantly and less ambiguously, no model seems to
have performed well since—that is, over the last 30 years.

In sum, on an annual prediction basis, there is no single variable that
meets all of our four suggested investment criteria (IS significance, OOS
performance, reliance not just on some outliers, and good positive perfor-
mance over the last three decades.) Most models fail on all four criteria.

4. Five-yearly Prediction

Some models may predict long-term returns better than short-term returns.
Unfortunately, we do not have many years to explore five-year predictions
thoroughly, and there are difficult econometric issues arising from data
overlap. Therefore, we only briefly describe some preliminary and perhaps
naive findings. (See, e.g., Boudoukh, Richardson and Whitelaw (2005) and
Lamoureux and Zhou (1996) for more detailed treatments.) Table 2 repeats
Table 1 with five-year returns. As before, we bootstrap all critical signif-
icance levels. This is especially important here, because the observations
are overlapping and the asymptotic critical values are not available.

Table 2 shows that there are four models that are significant IS over the
entire sample period: ntis, d/p, i/k, and all. ntis and i/k were also significant
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in the annual data (Table 1). Two more variables, d/y and tms, are IS
significant if no data prior to 1927 is used.
Dividend Price Ratio : d/p had negative performance OOS regardless of
period.
Term Spread : tms is significant IS only if the data begins in 1927 rather
than 1921. An unreported plot shows that tms performed well from 1968
to 1979, poorly from 1979 to 1986, and then well again from 1986 to 2005.
Indeed, its better years occur in the OOS period, with an IS R

2
of 23.54%

from 1965 to 2005. This was sufficient to permit it to turn in a superior OOS
�RMSE performance of 2.77% per five-years—a meaningful difference.
On the negative side, tms has positive OOS performance only if forecasting
begins in 1965. Using 1927–2005 data and starting forecasts in 1947, the
OOS �RMSE and R

2
are negative.

The Kitchen Sink : all again turned in exceptionally poor OOS performance.
Model selection (ms) and caya again have no IS analogs. ms had the

worst predictive performance observed in this paper. caya had good OOS
performance of 2.50% per five-year period. Similarly, the investment-
capital ratio, i/k, had both positive IS and OOS performance, and both
over the most recent three decades as well as over the full sample (where it
was also statistically significant).

Recent All
i/k 30 years years

IS R
2

30.60% 33.99%

OOS R
2

28.00% 12.99%

i/k’s performance is driven by its ability to predict the 2000 crash. In 1997, it
had already turned negative on its 1998–2002 equity premium prediction,
thus predicting the 2000 collapse, while the unconditional benchmark
prediction continued with its 30% plus predictions:

Forecast For Actual Forecast Forecast For Actual Forecast
made in years EqPm Unc . i/k made in years EqPm Unc. i/k

1995 1996–2000 0.58 0.30 0.22 1998 1999–2003 −0.19 0.33−0.09
1996 1997–2001 0.27 0.31 0.09 1999 2000–2004 −0.25 0.34−0.07
1997 1998–2002 −0.23 0.31−0.01 2000 2001–2005 −0.08 0.34−0.06

This model (and perhaps caya) seem promising. We hesitate to endorse
them further only because our inference is based on a small number
of observations, and because statistical significance with overlapping
multiyear returns raises a set of issues that we can only tangentially
address. We hope more data will allow researchers to explore these models
in more detail.
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5. Monthly Prediction and Campbell–Thompson

Table 3 describes the performance of models predicting monthly equity
premia. It also addresses a number of points brought up by Campbell and
Thompson (2005), henceforth CT. We do not have dividend data prior to
1927, and thus no reliable equity premium data before then. This is why
even our the estimation period begins only in 1927.

5.1 In-sample performance
Table 3 presents the performance of monthly predictions both IS and
OOS. The first data column shows the IS performance when the predicted
variable is logged (as in the rest of the article). Eight out of eighteen models
are IS significant at the 90% level, seven at the 95% level. Because CT use
simple rather than log equity premia, the remaining data columns follow
their convention. This generally improves the predictive power of most
models, and the fourth column (by which rows are sorted) shows that three
more models turn in statistically significant IS.9

CT argue that a reasonable investor would not have used a model to
forecast a negative equity premium. Therefore, they suggest truncation of
such predictions at zero. In a sense, this injects caution into the models
themselves, a point we agree with. Because there were high equity premium
realizations especially in the 1980s and 1990s, a time when many models
were bearish, this constraint can improve performance. Of course, it
also transforms formerly linear models into nonlinear models, which are
generally not the subject of our paper. CT do not truncate predictions in
their IS regressions, but there is no reason not to do so. Therefore, the fifth
column shows a revised IS R

2
statistic. Some models now perform better,

some perform worse.

5.2 Out-of-sample prediction performance
The remaining columns explore the OOS performance. The sixth column
shows that without further manipulation, eqis is the only model with both
superior IS (R

2 = 0.82% and 0.80%) and OOS (R
2 = 0.14%) untruncated

performance. The term-spread, tms, has OOS performance that is even
better (R

2 = 0.22%), but it just misses statistical significance IS at the 90%
level. infl has marginally good OOS performance, but poor IS performance.
All other models have negative IS or OOS untruncated R

2
.

The remaining columns show model performance when we implement
the Campbell and Thompson (2005) suggestions. The seventh column
describes the frequency of truncation of negative equity premium

9 Geert Bekaert pointed out to us that if returns are truly log-normal, part of their increased explanatory
power could be due to the ability of these variables to forecast volatility.
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Figure 3
Monthly performance of in-sample significant predictors
Explanation: These figures are the analogs of Figures 1 and 2, plotting the IS and OOS performance of the
named model. However, they use monthly data. The IS performance is in black. The Campbell-Thompson
(2005) (CT) OOS model performance is plotted in blue, the plain OOS model performance is plotted in
green. The top bars (‘‘T’’) indicate truncation of the equity prediction at 0, inducing the CT investor to
hold the risk-free security. (This also lightens the shade of blue in the CT line.) The lower bars (‘‘M’’)
indicate when the CT risk-averse investor would purchase equities worth 150% of his wealth, the maximum
permitted. The Oil Shock (Nov 1973 to Mar 1975) is marked by a red vertical line.
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Figure 3 Continued

predictions. For example, d/y’s equity premium predictions are truncated
to zero in 54.2% of all months; csp’s predictions are truncated in 44.7% of
all months. Truncation is a very effective constraint.

CT also suggest using the unconditional model if the theory offers one
coefficient sign and the estimation comes up with the opposite sign. For
some variables, such as the dividend ratios, this is easy. For other models,
it is not clear what the appropriate sign of the coefficient would be. In any
case, this matters little in our data set. The eighth column shows that the

The Review of Financial Studies / v 21 n 4 2008
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Figure 3 Continued

coefficient sign constraint matters only for dfr and ltr (and mildly for d/e).
None of these three models has IS performance high enough to make this
worthwhile to explore further.

The ninth and tenth columns, R
2
TU and �RMSETU, show the effect of

the CT truncations on OOS prediction. For many models, the performance
improves. Nevertheless, the OOS R

2
’s remain generally much lower than

their IS equivalents. Some models have positive �RMSE but negative
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Figure 3 Continued

OOS R
2
. This reflects the number of degrees of freedom: even though we

have between 400 and 800 data months, the plain �RMSE and R2 are
often so small that the R

2
turns negative. For example, even with over

400 months of data, the loss of three degrees of freedom is enough for
cay3 to render a positive �RMSE of 0.0088 (equivalent to an unreported
unadjusted R2 of 0.0040) into a negative adjusted R2 of −0.0034.

Even after these truncations, ten of the models that had negative plain
OOS R

2
’s still have negative CT OOS R

2
’s. Among the eleven IS significant

models, seven (cay3, ntis, e10/p, b/m, e/p, d/y, and dfy) have negative OOS
R

2
performance even after the truncation. Three of the models (lty, ltr,

and infl) that benefit from the OOS truncation are not close to statistical
significance IS, and thus can be ignored. All in all, this leaves four models
that are both OOS and IS positive and significant: csp, eqis, d/p, tbl, plus
possibly tms (which is just barely not IS significant). We investigate these
models further below.

5.3 OOS utility performance of a trading strategy
Like Brennan and Xia (2004), CT also propose to evaluate the OOS
usefulness of models based on the certainty equivalence (CEV) measure
of a trading strategy. Specifically, they posit a power-utility investor with
an assumed risk-aversion parameter, γ , of three. This allows a conditional
model to contribute to an investment strategy not just by increasing the
mean trading performance, but also by reducing the variance. (Breen,

The Review of Financial Studies / v 21 n 4 2008
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Glosten and Jagannathan (1989) have shown this to be a potentially
important factor.)

Although the focus of our article is on mean prediction, we know of no
better procedure to judge the economic significance of forecasting models,
and therefore follow their suggestion here. To prevent extreme investments,
there is a 150% maximum equity investment. A positive investment weight
is guaranteed by the truncation of equity premium predictions at zero.

CT show that even a small improvement in �RMSE by a model over
the unconditional benchmark can translate into CEV gains that are ten
times as large.10 We can confirm this—and almost to a fault. cay3 offers
6.1bp/month performance, even though it had a negative R

2
. Column 12

also shows that even models that have a negative OOS �RMSE (not just
a negative R

2
), like dfr, can produce positive gains in CEV. This is because

the risk-aversion parameter γ of 3 is low enough to favor equity-tilted
strategies. Put differently, some strategy CEV gains are due to the fact
that the risky equity investment was a better choice than the risk-free rate
in our data. (This applies not only to strategies based on the conditional
models, but also to the strategy based on the unconditional mean.) An
alternative utility specification that raises the risk-aversion coefficient to
7.48 would have left an investor indifferent between the risk-free and the
equity investments. Briefly considering this parameter can help judge the
role of equity bias in a strategy; it does seem to matter for the eqis and tms
models, as explained below.

In order, among the IS reasonably significant models, those providing
positive CEV gains were tms (14bp/month), eqis (14bp/month), tbl
(10bp/month), csp (6bp/month), cay3 (6bp/month), and ntis (2bp/month).

5.4 Details
We now look more closely at the set of variables with potentially
appealing forecasting characteristics. csp, eqis, tbl, and tms have positive IS
performance (either statistically significant or close to it), positive OOS R

2

(truncated), and positive CEV gains. cay3 and ntis have negative OOS R
2
,

but very good IS performance and positive CEV gains. d/p has a negative
CEV gain, but is positive IS and OOS R

2
. Thus, we describe these seven

models in more detail (and with equivalent graphs):

10 CT show in Equation (8) of their paper that the utility gain is roughly equal to OOS-R2/γ . This
magnification effect occurs only on the monthly horizon, because the difference between OOS-R2

and the �RMSE scales with the square root of the forecasting horizon (for small �RMSE, OOS-
R2 ≈ 2×�RMSE/StdDev(R)). That is, at a monthly frequency, the OOS-R2 is about 43 times as large as
�RMSE. On an annual prediction basis, this number drops from 43 to 12. An investor with a risk aversion
of 10 would therefore consider the economic significance on annual investment horizon to be roughly the
same as the �RMSE we consider. (We repeated the CT CEV equivalent at annual frequency to confirm
this analysis.)
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(i) cay3: The best CT performer is an alternative cay model that also
appears in Lettau and Ludvigson (2005). It predicts the equity
premium not with the linear cay, but with all three of its highly
cointegrated ingredients up to date. We name this model cay3. In
unreported analysis, we found that the cay model and cay3 models
are quite different. For most of the sample period, the unrestricted
predictive regression coefficients of the cay3 model wander far
off their cointegration-restricted cay equivalents. The model may
not be as well founded theoretically as the Lettau and Ludvigson
(2001) cay, but if its components are known ex-ante, then cay3 is
fair game for prediction.
Table 3 shows that cay3 has good performance IS, but only
marginal performance OOS (a positive �RMSE, but a negative
R

2
). It offers good CEV gains among the models considered, an

extra 6.10 bp/month. The h superscript indicates that its trading
strategy requires an extra 10% more trading turnover than the
unconditional model. It also reaches the maximum permitted
150% equity investment in 13.2% of all months.
A first drawback is that the cay3 model relies on data that may not
be immediately available. Its components are publicly released by
the Bureau of Economic Analysis about 1–2 months after the fact.
Adding just one month delay to trading turns cay3’s performance
negative:

�RMSE �RMSETU �CEV
Immediate availability (CT)−2.88 bp +0.88 bp +6.10 bp
One month delayed −5.10 bp −1.62 bp −11.82 bp
Two months delayed −5.38 bp −1.11 bp −9.80 bp

A second drawback is visible in Figure 3. Like caya and cayp,
much of cay3’s performance occurs around the Oil Shock (most
of its OOS performance are between one-half and one-third of its
IS performance). Even IS, cay3 has not performed well for over
30 years now:

Recent All
cay3 (CT) 30 years years

IS R
2 −0.30% 1.87%

OOS R
2 −1.60% −0.34%

Finally, the figure shows that many of cay3’s recent equity
premium forecasts have been negative and therefore truncated.
And, therefore, the information in its current forecasts is limited.

(ii) csp: Table 3 shows that the relative valuations of high- over
low-beta stocks had good IS and truncated OOS performance,

The Review of Financial Studies / v 21 n 4 2008
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and offered a market timer 6.12 bp/month superior the CEV-
equivalent performance. The plot in Figure 3 shows that csp
had good performance from September 1965 to March 1980.
It underperformed by just as much from about April 1980 to
October 2000. In fact, from its first OOS prediction in April 1957
to August 2001, csp’s total net performance was zero even after
the CT truncations, and both IS and OOS. All of csp’s superior
OOS performance has occurred since mid-2001. Although it is
commendable that it has performed well late rather than early,
better performance over its first 45 years would have made us
deem this variable more reliable.
The plot raises one other puzzle. The CT-truncated version
performs better than the plain OLS version because it truncated
the csp predictions from July 1957 through January 1963. These
CT truncations are critically responsible for its superior OOS
performance, but make no difference thereafter. It is the truncation
treatment of these specific 66 months that would make an investor
either believe in superior positive or inferior outright negative
performance for csp (from August 2001 to December 2005). We
do not understand why the particular 66 month period from 1957
to 1963 is so crucial.
Finally, the performance during the Oil Shock recession is not
important for IS performance, but it is for the OOS performance.
It can practically account for its entire OOS performance. Since
the Oil Shock, csp has outperformed IS, but not OOS:

Recent All
csp(CT) 30 years years

IS R
2

0.33% 0.99%

OOS R
2 −0.41% 0.15%

(iii) ntis: Net issuing activity had good IS performance, but a negative
OOS R

2
. Its CEV gain is a tiny 1.53 bp/month. These 1.53 bp are

likely to be offset by trading costs to turn over an additional
4.6% of the portfolio every month.11 The strategy was very
optimistic, reaching the maximum 150% investment constraint
in 57.4% of all months. We do not report it in the table, but an
investor with a higher 7.48 risk-aversion parameter, who would
not have been so eager to highly lever herself into the market,

11 Keim and Madhavan (1997) show that one typical roundtrip trade in large stocks for institutional
investors would have conservatively cost around 38 bp from 1991–1993. Costs for other investors and
earlier time-periods were higher. Futures trading costs are not easy to gage, but a typical contract for a
notional amount of $250,000 costs around $10–$30. A 20% movement in the underlying index—about
the annual volatility—would correspond to $50,000, which would come to around 5 bp.
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would have experienced a negative CEV with an ntis optimized
trading strategy. Finally, the plot shows that almost all of the csp
model’s IS power derives from its performance during the Great
Depression. There was really only a very short window from 1982
to 1987 when csp could still perform well.

(iv) eqis: Equity Issuing Activity had good IS performance and a good
OOS performance, and improved the CEV for an investor by
a meaningful 13.67 bp/month. It, too, was an optimistic equity-
aggressive strategy. With a γ = 3, trading based on this variable
leads to the maximum permitted equity investment of 150% in
56% of all months. Not reported, with the higher risk-aversion
coefficient of 7.48, that would leave an investor indifferent between
bonds and stocks, the 13.67 bp/month gain would shrink to 8.74
bp/month.
As in the annual data, Figure 3 shows that eqis’s performance
relies heavily on the good Oil Shock years. It has not performed
well in the last 30 years.

Recent All
eqis(CT) 30 years years

IS R
2 −0.88% 0.80%

OOS R
2 −1.00% 0.30%

(v) d/p: The dividend price ratio has good IS and OOS R
2
. (The OOS

R
2

is zero when predicting log premia.) An investor trading on d/p
would have lost the CEV of 10 bp/month. (Not reported, a more
risk-averse investor might have broken even.) The plot shows that
d/p has not performed well over the last 30 years; d/p has predicted
negative equity premia since January 1992.

Recent All
d/p(CT) 30 years years

IS R
2 −0.39% 0.33%

OOS R
2 −1.09% 0.17%

(vi) tbl: The short rate is insignificant IS if we forecast log premia.
If we forecast unlogged premia, it is statistically significant IS
at the 9% level, although this declines further if we apply
the CT truncation. In its favor, tbl’s full-sample CT-truncated
performance is statistically significant OOS, and it offers a
respectable 9.53 bp/month market timing advantage. The plot
shows that this is again largely Oil Shock dependent. tbl has
offered no advantage over the last thirty years.
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Recent All
tbl(CT) 30 years years

IS R
2 −0.41% 0.20%

OOS R
2 −1.06% 0.25%

(vii) tms: The term-spread has IS significance only at the 10.1% level.
(With logged returns, this drops to the 14.5% level.) Nevertheless,
tms had solid OOS performance, either with or without the CT
truncation. As a consequence, its CEV gain was a respectable
14.40 bp/month. Not reported in the table, when compared to the
CEV gain of an investor with a risk-aversion coefficient of 7.48, we
learn that about half of this gain comes from the fact that the term-
spread was equity heavy. (It reaches its maximum of 150% equity
investment in 59.3% of all months.) The figure shows that TMS
performed well in the period from 1970 to the mid-1980s, that TMS
has underperformed since then, and that the Oil Shock gain was
greater than the overall OOS sample performance of tms. Thus,

Recent All
tms(CT) 30 years years

IS R
2 −0.19% 0.18%

OOS R
2 −0.81% 0.21%

b/m, e/p, e10/p, d/y, and dfy have negative OOS R
2

and/or CT
CEV gains, and so are not further considered. The remaining
models have low or negative IS R

2
, and therefore should not be

considered, either. Not reported, among the models that are IS
insignificant, but OOS significant, none had positive performance
from 1975 till today.

5.5 Comparing findings and perspectives
The numbers we report are slightly different from those in Campbell and
Thompson (2005). In particular, they report cay3 to have a �RMSE
of 0.0356, more than the 0.0088 we report. This can be traced back to
three equally important factors: they end their data 34 months earlier (in
2/2003), they begin their estimation one month later (1/1952), and they use
an earlier version of the cay data from Martin Lettau’s website. Differences
in other variables are sometimes due to use of pre-1927 data (relying on
price changes because returns are not available) for estimation though not
prediction, while we exclude all pre-1927 data.

More importantly, our perspective is different from CT’s. We believe
that the data suggests not only that these models are not good enough for
actual investing, but also that the models are not stable. Therefore, by and
large, we consider even their IS significance to be dubious. Because they
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fail stability diagnostics, we would recommend against their continued
use. Still, we can agree with some points CT raise:

(i) One can reasonably truncate the models’ predictions.
(ii) On shorter horizons, even a small predictive �RMSE difference

can gain a risk-averse investor good CEV gains.
(iii) OOS performance should not be used for primary analysis.

We draw different conclusions from this last point. We view OOS perfor-
mance not as a substitute but as a necessary complement to IS performance.
We consider it to be an important regression diagnostic, and if and only if
the model is significant IS. Consequently, we disagree with the CT analysis
of the statistical power of OOS tests. In our view, because the OOS power
matters only if the IS regression is statistically significant, the power of
the OOS tests is conditional and thus much higher than suggested in CT,
Cochrane (2005), and elsewhere. Of course, any additional diagnostic test
can only reject a model—if an author is sure that the linear specification
is correct, then not running the OOS test surely remains more powerful.

In judging the usefulness of these models, our article attaches more
importance than CT to the following facts:

(i) Most models are not IS significant. That is, many variables in the
academic literature no longer have IS significance (even at the 90%
level). It is our perspective that this disqualifies them as forecasters
for researchers without strong priors.

(ii) After three decades of poor performance, often even IS, one should
further doubt the stability of most prediction models.

(iii) Even after the CT truncation, many models earn negative CEV
gains.

(iv) What we call OOS performance is not truly OOS, because it still
relies on the same data that was used to establish the models. (This
is especially applicable to eqis and csp, which were only recently
proposed.)

(v) For practical use, an investor would have had to have known ex-
ante which of the models would have held up, and that none of the
models had superior performance over the last three decades—in
our opinion because the models are unstable.

We believe it is now best left to the reader to concur either with our or
CT’s perspective. (The data is posted on the website.)

6. Alternative Specifications

We now explore some other models and specifications that have been
proposed as improvements over the simple regression specifications.
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6.1 Longer-memory dividend and earnings ratios
Table 4 considers dividend–price ratios, earnings–price ratios, and
dividend–earnings ratios with memory (which simply means that we
consider sums of multiple year dividends or earnings in these ratios). The
table is an excerpt from a complete set of one-year, five-year, and ten-
year dividend–price ratios, earnings–price ratios, and dividend–earnings
ratios. (That is, we tried all 90 possible model combinations.) The table
contains all 27 IS significant specifications from our monthly regressions
that begin forecasting in 1965, and from our annual and 5-yearly forecasts
that begin forecasting either in 1902 or 1965.

Even though there were more combinations of dividend–earnings
ratios than either dividend–price or earnings–price ratios, not a single
dividend–earnings ratio turned out IS statistically significant. The reader
can also see that out of our 27 IS–significant models, only 5 had OOS
positive and statistically significant performance. (For 2 of these models,
the OOS significance is modest, not even reaching the 95% significance
level.) Unreported graphs show that none of these performed well over the
last three decades. (We also leave it to the readers to decide whether they
believe that real-world investors would have been able to choose the right
five models for prediction, and to get out right after the Oil Shock.)

6.2 Different estimation methods to improve power for nonstationary
independent variables
Stambaugh (1999) shows that predictive coefficients in small samples are
biased if the independent variable is close to a random walk. Many of our
variables have autoregressive coefficients above 0.5 on monthly frequency.
Goyal and Welch (2003) show that d/p and d/y’s autocorrelations are not
stable but themselves increase over the sample period, and similar patterns
occur with other variables in our study. (The exceptions are ntis, ltr, and
dfy.) Our previously reported statistics took stable positive autoregressive
coefficients into account, because we bootstrapped for significance levels
mimicking the IS autocorrelation of each independent variable.

However, one can use this information itself to design more powerful
tests. Compared to the plain OLS techniques in our preceding tables, the
Stambaugh coefficient correction is a more powerful test in nonasymptotic
samples. There is also information that the autocorrelation is not constant
for the dividend ratios, which we are ignoring in our current article. Goyal
and Welch (2003) use rolling dividend–price ratio and dividend–growth
autocorrelation estimates as instruments in their return predictions. This
is model specific, and thus can only apply to one model, the dividend price
ratio (d/p). In contrast, Lewellen (2004) and Campbell and Yogo (2006)
introduce two further statistical corrections, extending Stambaugh (1999)
and assuming different boundary behavior. This subsection, therefore,
explores equity premium forecasts using these corrected coefficients.
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Table 4
Significant forecasts using various d/p, e/p, and d/e Ratios

IS OOS

Variable Data Freq R
2

R
2

�RMSE

e/p Earning(1Y) price ratio 1927–2005 M 1965– 0.54** −1.20 −0.02
e5/p Earning(5Y) price ratio 1927–2005 M 1965– 0.32* −0.60 −0.01
e10/p Earning(10Y) price ratio 1927–2005 M 1965– 0.49** −0.83 −0.01

e3/p Earning(3Y) price ratio 1882–2005 A 1902– 2.53** −1.05* −0.01
e5/p Earning(5Y) price ratio 1882–2005 A 1902– 2.88** −0.52* +0.04
e10/p Earning(10Y) price ratio 1882–2005 A 1902– 4.89** 2.12** +0.30
d10/p Dividend(3Y) price ratio 1882–2005 A 1902– 1.85* −1.53 −0.05
d5/p Dividend(5Y) price ratio 1882–2005 A 1902– 2.48* −0.54* +0.04
d10/p Dividend(10Y) price ratio 1882–2005 A 1902– 2.11* −1.07* −0.01

e3/p Earning(3Y) price ratio 1882–2005 A 1965– 2.53** −3.41 −0.06
e5/p Earning(5Y) price ratio 1882–2005 A 1965– 2.88** −5.01 −0.19
e10/p Earning(10Y) price ratio 1882–2005 A 1965– 4.89** −11.45 −0.66
d3/p Dividend(3Y) price ratio 1882–2005 A 1965– 1.85* −6.55 −0.30
d5/p Dividend(5Y) price ratio 1882–2005 A 1965– 2.48* −8.79 −0.47
d10/p Dividend(10Y) price ratio 1882–2005 A 1965– 2.11* −8.32 −0.43

e3/p Earning(3Y) price ratio 1882–2005 5Y 1902– 11.35* 3.46** +0.89
e5/p Earning(5Y) price ratio 1882–2005 5Y 1902– 16.16** 4.76** +1.16
e10/p Earning(10Y) price ratio 1882–2005 5Y 1902– 16.47** −2.85* −0.37
d/p Dividend(1Y) price ratio 1882–2005 5Y 1902– 12.30* −0.66* +0.06
d3/p Dividend(3Y) price ratio 1882–2005 5Y 1902– 13.11* −2.02* −0.21
d5/p Dividend(5Y) price ratio 1882–2005 5Y 1902– 13.75* −3.85* −0.57

e3/p Earning(3Y) price ratio 1882–2005 5Y 1965– 11.35* −12.55 −1.56
e5/p Earning(5Y) price ratio 1882–2005 5Y 1965– 16.16** −21.16 −2.85
e10/p Earning(10Y) price ratio 1882–2005 5Y 1965– 16.47** −25.65 −3.51
d/p Dividend(1Y) price ratio 1882–2005 5Y 1965– 12.30* −29.33 −4.03
d3/p Dividend(3Y) price ratio 1882–2005 5Y 1965– 13.11* −28.11 −3.86
d5/p Dividend(5Y) price ratio 1882–2005 5Y 1965– 13.75* −30.71 −4.23

Refer to Table 1 for basic explanations. The table reports only those combinations of d/p, e/p, and
d/e that were found to predict equity premia significantly in-sample. This table presents statistics on
forecast errors in-sample (IS) and out-of-sample (OOS) for excess stock return forecasts at various
frequencies. Variables are explained in Section 2. All �RMSE numbers are in percent per frequency
corresponding to the column entitled ‘Freq’. The ‘Freq’ column also gives the first year of forecast.

A star next to OOS-R2 is based on the MSE-F -statistic by McCracken (2004), which tests for equal
MSE of the unconditional forecast and the conditional forecast. One-sided critical values of MSE
statistics are obtained empirically from bootstrapped distributions. Significance levels at 90%, 95%,
and 99% are denoted by one, two, and three stars, respectively.

In Table 5, we predict with Stambaugh and Lewellen corrected
coefficients. Both methods break the link between R

2
(which is maximized

by OLS) and statistical significance. The Lewellen coefficient is often
dramatically different from the OLS coefficients, resulting in negative R

2
,

even among its IS significant variable estimations. However, it is also
tremendously powerful. Given our bootstrapped critical rejection levels
under the NULL hypothesis, this technique is able to identify eight (rather
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than just three) ALTERNATIVE models as different from the NULL.
In six of them, it even imputes significance in each and every one of our
10,000 bootstraps!

Unfortunately, neither the Stambaugh nor the Lewellen technique
manages to improve OOS prediction. Of all models, only the e/p ratio
in the Lewellen specification seems to perform better with a positive
�RMSE. However, like other variables, it has not performed particularly
well over the most recent 30 years—even though it has nonnegative OOS
�RMSE (but not R

2
) performance over the last three decades.

Recent All
e/p(Lewellen) 30 years years

IS R
2 −0.16% 0.02%

OOS R
2 −0.08% −0.01%

6.3 Encompassing tests
Our next tests use encompassing predictions. A standard encompassing
test is a hybrid of ex-ante OOS predictions and an ex-post optimal
convex combination of unconditional forecast and conditional forecast. A
parameter λ gives the ex-post weight on the conditional forecast for the
optimal forecast that minimizes the ex-post MSE. The ENC statistic in
Equation (7) can be regarded as a test statistic for λ. If λ is between 0 and
1, we can think of the combination model as a ‘‘shrinkage’’ estimator. It
produces an optimal combination OOS forecast error, which we denote
�RMSE�. However, investors would not have known the optimal ex-post
λ. This means that they would have computed λ on the basis of the
best predictive up-to-date combination of the two OOS model (NULL
and ALTERNATIVE), and then would have used this λ to forecast one
month ahead. We denote the relative OOS forecast error of this rolling λ

procedure as �RMSE�r .12

Table 6 shows the results of encompassing forecast estimates. Panel A
predicts annual equity premia. Necessarily, all ex-post λ combinations have
positive �RMSE� —but almost all rolling λ combinations have negative
�RMSE�r . The exceptions are d/e and cayp (with OOS knowledge). In
some but not all specifications, this also applies to dfy, all, and caya.
d/e, dfy, and allcan immediately be excluded, because their optimal λ is
negative. This leaves caya. Again, not reported, caya could not outperform
over the most recent three decades. In the monthly rolling encompassing
tests (not reported), only svar and d/e (in one specification) are positive,
neither with a positive λ.

12 For the first three observations, we presume perfect optimal foresight, resulting in the minimum �RMSE.
This tilts the rolling statistic slightly in favor of superior performance. The results remain the same if we
use reasonable variations.
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A Comprehensive Look at The Empirical Performance of Equity Premium Prediction

In sum, ‘‘learned shrinking’’ does not improve any of our models to the
point where we would expect them to outperform.

7. Other Literature

Our article is not the first to explore or to be critical of equity premium
predictions. Many bits and pieces of evidence we report have surfaced
elsewhere, and some authors working with the data may already know
which models work, and when and why—but this is not easy to
systematically determine for a reader of this literature. There is also
a publication bias in favor of significant results—nonfindings are often
deemed less interesting. Thus, the general literature tenet has remained that
the empirical evidence and professional consensus is generally supportive
of predictability. This is why we believe that it is important for us to
review models in a comprehensive fashion—variable-wise, horizon-wise,
and time-wise—and to bring all variables up-to-date. The updating is
necessary to shed light on post-Oil Shock behavior and explain some
otherwise startling disagreements in the literature.

There are many other articles that have critiqued predictive regressions.
In the context of dividend ratios, see, for example, Goetzmann and Jorion
(1993) and Ang and Bekaert (2003). A number of articles have also docu-
mented low IS power [e.g., see Goetzmann and Jorion (1993), Nelson and
Kim (1993), and Valkanov (2003)). We must apologize to everyone whose
article we omit to cite here—the literature is simply too voluminous to
cover fully.

The articles that explore model instability and/or OOS tests have the
closest kinship to our own. The possibility that the underlying model has
changed (often through regime shifts) has also been explored in such articles
as Heaton and Lucas (2000), Jagannathan, McGrattan and Scherbina
(2000), Bansal, Tauchan and Zhou (2003), and Kim, Morley, and Nelson
(2005), and Lettau and Nieuwerburgh (2005). Interestingly, Kim, Morley,
and Nelson (2005) cannot find any structural univariate break post WW
II. Bossaerts and Hillion (1999) suggest one particular kind of change in
the underlying model—a disconnect between IS and OOS predictability
because investors themselves are learning about the economy.

Again, many of the earlier OOS tests have focused on the dividend
ratios.

• Fama and French (1988) interpret the OOS performance of dividend
ratios to have been a success. Our article comes to the opposite
conclusion primarily because we have access to a longer sample
period.

• Bossaerts and Hillion (1999) interpret the OOS performance of the
dividend yield (not dividend price ratio) to be a failure, too. However,
they rely on a larger cross-section of 14 (correlated) countries and not
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on a long OOS time period (1990–1995). Because this was a period
when the dividend yield was known to have performed poorly, the
findings were difficult to generalize.

• Ang and Bekaert (2003) similarly explore the dividend yield in a more
rigorous structural model. They, too, find poor OOS predictability
for the dividend yield.

• Goyal and Welch (2003) explore the OOS performance of the dividend
ratios in greater detail on annual horizons. (Our current article has
much overlap in perspective, but little overlap in implementation.)

Lettau and Ludvigson (2001) run rolling OOS regressions—but not in
the same spirit as our article: the construction of their cay variable itself
relies on ex-post coefficient knowledge. This thought experiment applies to
a representative investor who knows the full-sample estimation coefficients
for cay, but does not know the full-sample predictive coefficients. This is not
the experiment our own article pursues. (Lettau and Ludvigson (2001) also
do not explore their model’s stability, or note its performance since 1975.)
Some tests are hybrids between IS and OOS tests (as are our encompassing
tests). For example, Fisher and Statman (2006) explore mechanical rules
based on P/E and dividend-yield ratios, which are based on prespecified
numerical cutoff values. None works robustly across countries.

Most of the above articles focus on a relatively small number of models.
There are at least three studies in which the authors seek to explore more
comprehensive sets of variables:

• Pesaran and Timmermann (1995) (and others) point out that our
profession has snooped data (and methods) in search of models
that seem to predict the equity premium in the same single U.S.
or OECD data history. Their article considers model selection in
great detail, exploring dividend yield, earnings–price ratios, interest
rates, and money in 29 = 512 model variations. Their data series is
monthly, begins in 1954, and ends (by necessity) 12 years ago in 1992.
They conclude that investors could have succeeded, especially in the
volatile periods of the 1970s (i.e., the Oil Shock). But they do not
entertain the historical equity premium mean as a NULL hypothesis,
which makes it difficult to compare their results to our own. Our
article shows that the Oil Shock experience generally is almost unique
in making many predictive variables seem to outperform. Still, even
including the 2-year Oil Shock period in the sample, the overall OOS
performance of our ALTERNATIVE models is typically poor.

• Ferson, Sarkissian and Simin (2003) explore spurious regressions
and data mining in the presence of serially correlated independent
variables. They suggest increasing the critical t-value of the IS
regression. The article concludes that ‘‘many of the regressions in the
literature, based on individual predictor variables, may be spurious.’’
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Torous and Valkanov (2000) disagree with Ferson, Sarkissian, and
Simin. They find that a low signal–noise ratio of many predictive
variables makes a spurious relation between returns and persistent
predictive variables unlikely and, at the same time, would lead to no
OOS forecasting power.

• An independent study, Rapach and Wohar (2006), is perhaps closest
to our article. It is also fairly recent, fairly comprehensive, and
explores OOS performance for a number of variables. We come
to many similar conclusions. Their study ends in 1999, while our
data end in 2005—a fairly dramatic five years. Moreover, our
study focuses more on diagnosis of weaknesses, rather than just on
detection.13

8. Conclusion

Findings: Our article systematically investigates the IS and OOS perfor-
mance of (mostly) linear regressions that predict the equity premium with
prominent variables from earlier academic research. Our analysis can be
regarded as conservative because we do not even conduct a true OOS
test—we select variables from previously published articles and include
the very same data that were used to establish the models in the first place.
We also ignore the question of how a researcher or investor would have
known which among the many models we considered would ultimately
have worked.

There is one model for which we feel judgment should be reserved
(eqis), and some models that deserve more investigation on very-long term
frequencies (5 years). None of the remaining models seems to have worked
well. To draw this conclusion, our article relies not only on the printed
tables in this final version, but on a much larger set of tables that explore
combinations of modified data definitions, data frequencies, time periods,
econometric specifications, etc).14 Our findings are not driven by a few
outlier years. Our findings do not disappear if we use different definitions
and corrections for the time-series properties of the independent variable.
Our findings do not arise because our tests have weak power (which would
have manifested itself mostly in poor early predictions). Our findings hold
up if we apply statistical corrections, data driven model selection, and
encompassing tests.

13 Another study by Guo (2006) finds that svar has OOS predictive power. However, Guo uses post WW II
sample period and downweights the fourth quarter of 1987 in calculating stock variance. We check that
this is why he can find significance where we find none. In the pre-WW2 period, there are many more
quarters that have even higher stock variance than the fourth quarter of 1987. If we use a longer sample
period, Guo’s results also disappear regardless of whether we downweight the highest observation or not.

14 The tables in this article have been distilled from a larger set of tables, which are available from our
website—and on which we sometimes draw in our text description of results.
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Instead, our view based on this evidence is now that most models seem
unstable or even spurious. Our plots help diagnose when they performed
well or poorly, both IS and OOS. They shine light on the two most inter-
esting subperiods, the 1973–75 Oil Shock, and the most recent 30 years,
1975 till today. (And we strongly suggest that future articles proposing
equity premium predictive models include similar plots.) If we exclude
the Oil Shock, most models perform even worse—many were statistically
significant in the past only because of the stellar model performance dur-
ing these contiguous unusual years. One can only imagine whether our
profession would have been equally comfortable rationalizing away these
years ‘‘as unusual’’ if they had been the main negative and not the main
positive influence.

As of the end of 2005, most models have lost statistical significance,
both IS and OOS. OOS, most models not only fail to beat the uncondi-
tional benchmark (the prevailing mean) in a statistically or economically
significant manner, but underperform it outright. If we focus on the most
recent decades, that is, the period after 1975, we find that no model had
superior performance OOS and few had acceptable performance IS. With
30 years of poor performance, believing in a model today would require
strong priors that the model is well specified and that the underlying model
has not changed.

Of course, even today, researchers can cherry-pick models—intention-
ally or unintentionally. Still, this does not seem to be an easy task. It is rare
that a choice of sample start, data frequency, and method leads to robust
superior statistical performance IS. Again, to ignore OOS tests even as a
diagnostic, a researcher would have to have supreme confidence that the
underlying model is stable. Despite extensive search, we were unsuccessful
in identifying any models on annual or shorter frequency that systemati-
cally had both good IS and OOS performance, at least in the period from
1975 to 2005—although more search might eventually produce one. To
place faith in a model, we would want to see genuine superior and stable
IS and OOS performance in years after the model identification. Switching
perspective from a researcher to an investor, we believe the evidence sug-
gests that none of the academic models we reexamine warrants a strong
investment endorsement today. By assuming that the equity premium was
‘‘like it always has been,’’ an investor would have done just as well.
Directions: An academic researcher could explore more variables and/or
more sophisticated models (e.g., through structural shifts or Kalman fil-
ters). Alternatively, one could predict disaggregated returns, for example,
the returns on value stocks and the returns on growth stocks. The former
could respond more strongly to dividends, while the latter could respond
more strongly to book-to-market factors. However, such explorations
aggravate the problems arising from (collective) specification search. Some
of these models are bound to work both IS or OOS by pure chance. At
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the very least, researchers should wait for more new OOS data to become
available in order to accumulate faith in such new variables or more
sophisticated models.

Having stated the obvious, there are promising directions. We
are looking forward to accumulating more data. Lettau and Van
Nieuwerburgh (2005) model structural change not on the basis of the
forecasting regression, but on the basis of mean shifts in the dependent
variables. This reduces (but does not eliminate) snooping bias. Another
promising method relies on theory—an argument along the line of
Cochrane’s (2005) observation that the dividend yield must predict future
returns eventually if it fails to predict dividend growth.15

Broader Implications: Our article is simple, but we believe its implications
are not. The belief that the state variables that we have explored in our arti-
cle can predict stock returns and/or equity premia is not only widely held,
but the basis for two entire literatures: one literature on how these state vari-
ables predict the equity premium and one literature on how smart investors
should use these state variables in better portfolio allocations. This is not
to argue that an investor would not update his estimate of the equity
premium as more equity premium realizations come in. Updating will nec-
essarily induce time-varying opportunity sets [see Xia (2001) and Lewellen
and Shanken (2002)). Instead, our article suggests only that the profession
has yet to find some variable that has meaningful and robust empirical
equity premium forecasting power, both IS and OOS. We hope that the
simplicity of our approach strengthens the credibility of our evidence.

Website Data Sources

Robert Shiller’s Website: http://aida.econ.yale.edu/∼shiller/data.htm.
NBER Macrohistory Data Base: http://www.nber.org/databases/
macrohistory/contents/chapter13.html.
FRED: http://research.stlouisfed.org/fred2/categories/22.
Value-Line: http://www.valueline.com/pdf/valueline 2005.pdf.
Bureau of Labor Statistics Webpage: http://www.bls.gov/cpi/
Martin Lettau’s Webpage: (cay), http://pages.stern.nyu.edu/∼mlettau/.
William Schwert’s Webpage: (svar), http://schwert.ssb.rochester.edu/.
Jeff Wurgler’s Webpage: (eqis), http://pages.stern.nyu.edu/∼jwurgler/

15 We do not agree with all of Cochrane’s (2005) conclusions. He has strong priors, placing full faith in a
stationary specification of the underlying model—even though Goyal and Welch (2003) have documented
dramatic increases in the autocorrelation of dividend growth. Therefore, he does not consider whether
changes in the model over the last 30 years could lead one to the conclusion that dividend ratios do not
predict as of 2006. He also draws a stark dichotomy between a NULL (no return prediction, but dividend
growth prediction) and an ALTERNATIVE (no dividend growth prediction, but return prediction). He
evaluates both hypotheses separately for dividend growth and return predictability. He then proceeds
under unconditional confidence in the ALTERNATIVE to show that if dividend growth rates are truly
unpredictable, then dividend ratios increase in significance to conventional levels. With residual doubts
about the ALTERNATIVE, this conclusion could change.
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